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'The third edition of Quality Assurance and Quality Control in the
Analytical Chemical Laboratory: A Practical Approach defines the
tools used in quality assurance/quality control (QA/QC), especially
the application of statistical tools during analytical data treatment.
Clearly written and logically organized, this well-loved volume takes
a generic approach applicable to any field of analysis. The author begin
with the theory behind quality control systems, then detail valida-
tion parameter measurements, the use of statistical tests, counting the
margin of error, uncertainty estimation, traceability, reference materi-
als, proficiency tests and method validation. The new edition contains
tully updated references throughout and includes new information on
certified reference material (CRMs) and proficiency tests (PTs). A
new chapter covers calibration and contains numerous new examples,
and the subject of accreditation is expanded.

Fully updated and revised references.

New computational examples and solution problems.

New chapter on calibration and expanded coverage of accreditation.
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With deep respect and gratitude, I dedicate this edition to
the memory of Professor Jacek Namiesnik. His remarkable
knowledge, passion, and dedication left an indelible mark on
this book. He was not only a co-author of previous editions,
but also an inspiration, a mentor, and a dear friend. Though he
is no longer with us, his contributions live on in these pages.
I am forever grateful for his insights, ideas, and the invaluable
role he played in shaping this work. May this publication stand
as a tribute to his legacy and the impact he had on all of us.

Piotr Konieczka
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Preface

'The aim of this book is to provide practical information about quality
assurance/quality control (QA/QC) systems, including definition of
all tools, understanding of their uses and an increase in knowledge
about the practical application of statistical tools during analytical
data treatment.

Although this book is primarily designed for students and academic
teachers, it may also prove useful to the scientific community, particu-
larly among those who are interested in QA/QC. With its compre-
hensive coverage, this book can be of particular interest to researchers
in the industry and academia, as well as government agencies and
legislative bodies.

The theoretical part of the book contains information on questions
relating to quality control systems.

The practical part includes more than 90 examples relating to vali-
dation parameter measurements, using statistical tests, calculation of
the margin of error, estimating uncertainty, etc. For all examples, a
constructed calculation datasheet (Excel) is attached, which makes
problem-solving easier.

The eResource files available to readers of this text contain more
than 80 Excel datasheet files, each consisting of three main compo-
nents: problem, data and solution; in some cases, additional data such
as graphs and conclusion are also included. After saving an Excel file

X1
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on the hard disk, it is possible to use it on different data sets. It should
be noted that in order to obtain correct calculations, it is necessary to
use it appropriately. The user’s own data should be copied only into
yellow marked cells (be sure that your data set fits the appropriate
datasheet). Solution data will be calculated and can be read from
green marked cells.

I hope that with this book, I can contribute to a better understand-
ing of all problems connected with QA/QC.
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1

Basic NoTIioNs
OF STATISTICS

1.1 Introduction

Mathematical statistics is a branch of mathematics that applies the
theory of probability to examining regularities in the occurrence of
certain properties of material objects or phenomena which occur in
unlimited quantities. Statistics presents these regularities by means
of numbers.

Statistics is not only art for art’s sake. It is a very useful tool that can
help us find answers to many questions. Statistics is especially helpful
for analysts because it may clear many doubts and answer many ques-
tions associated with the nature of an analytic process, for example:

* how exact the result of determination is,

* how many determinations should be conducted to increase
the precision of a measurement,

* whether the investigated product fulfills the necessary
requirements and/or norms.

Yet, it is important to remember that statistics should be applied in
a reasonable way.

1.2 Distributions of Random Variables

1.2.1 Characterization of Distributions

'The application of a certain analytical method unequivocally deter-
mines the distribution of measurement results (properties), here
treated as independent random variables. A result is a consequence
of a measurement. The set of obtained determination results creates a
distribution (empirical).
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Each defined distribution is characterized by the following
parameters:

* a cumulative distribution function (CDF) X is determined by
Fy and represents the probability that a random variable X
takes on a value less than or equal to x; a CDF is (not neces-
sarily strictly) right-continuous, with its limit equal to 1 for
arguments approaching positive infinity, and equal to 0 for
arguments approaching negative infinity; in practice, a CDF
is described shortly by: Fy(x) = P(X < x),

* a density function which is the derivative of the CDF: f{x) =

x(%)-

Below are the short characterizations of the most frequently used
distributions:

* normal distribution,
* uniform distribution (rectangular),
* triangular distribution.

Normal distribution, also called the Gaussian distribution (par-
ticularly in physics and engineering), is a very important probability
distribution used in many domains. It is an infinite family of many
distributions, defined by two parameters: mean (location) and stan-
dard deviation (scale).

Normal distribution, Nu,, D) is characterized by the following
properties:

* an expected value .,
* amedian Me=u,_,
* avariance V.

Uniform distribution (also called continuous or rectangular) is a
continuous probability distribution for which the probability density
function within the interval (—a,+a) is constant and not equal to zero,
but outside, the interval is equal to zero.

Because this distribution is continuous, it is not important whether
the endpoints —a and +a are included in the interval. The distribution
is determined by a pair of parameters —a and +a.
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Uniform distribution is characterized by:

* an expected value p, = 0,
* amedian Me = 0,
* avariance V= a%/3.

Triangular distribution over the interval (—a,+a) is characterized by:

* an expected value y, = 0,
* amedian Me = 0,

e avariance V = 4%/6.

'The distribution of a random variable provides complete informa-
tion on an investigated characteristic (e.g. concentration, content,
physiochemical property). Unfortunately, such complete information
is seldom available. As a rule, characteristic inference is drawn using
the analysis of a limited number of elements (samples) represent-
ing a fragment of the whole set that is described by the distribution.
Then, one may infer a characteristic using an estimation of some of its
parameters (statistical parameters) or its empirical distribution.

Statistical parameters are numerical quantities used in the system-
atic description of a statistical population structure.

These parameters can be divided into four basic groups:

* measures of location,

* measures of statistical dispersion,
* measures of asymmetry,

* measures of concentration.

1.3 Measures of Location

Measures of location use one value to characterize the general level of
the value of the characteristic in a population [1].
The most popular measures of location are the following:

* arithmetic mean,
* truncated mean,
* mode,
* quantiles:

* quartiles,

* median,

* deciles.
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Arithmetic mean is the sum of all the values of a measurable char-
acteristic divided by the number of units in a finite population:

n
sz-
o

m

(1.1)

n
Here are the selected properties of the arithmetic mean:

* the sum of the values is equal to the product of the arithmetic
mean and the population size,
* the arithmetic mean fulfills the condition:

X, <x, <X, 1.2)

m

* the sum of deviations of individual values from the mean is
equal to zero:

n

Y (¥, -x,)=0 (1.3)

i=1
* the sum of squares of deviations of each value from the mean
is minimal:

n

E(xi -x, )2 = min (1.4)
i=1
* the arithmetic mean is sensitive to extreme values (outliers) of
the characteristic,
* the arithmetic mean from a sample is a good approximation
(estimation, estimator) of the expected value.

The truncated mean x_, is a statistical measurement calculated for
the series of results, among which the extrema (minima or maxima)
have a high uncertainty concerning their actual value [2]. Its value is
calculated according to the formula:

n—k—1
X, =1|:(,é+1)x(k+l)+ Zx(i)+(k+1)x(n_k)} 1.5)
n i=k+2
where:
x,, — truncated mean,
n — number of results in the series,
% — number of extreme (discarded) results.
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Mode Mo is the value that occurs most frequently in a data set. In a set
of results, there may be more than one value that can be a mode because
the same maximum frequency can be attained at different values.

Quantiles g are values in an investigated population (a population
presented in the form of a statistical series) that divide the population
into a certain number of subsets. Quantiles are data values marking
boundaries between consecutive subsets.

A quantile of order one half is otherwise known as a median,
quantiles of order one fourths, two fourths, three fourths are other-
wise known as quartiles, quantiles of the order one tenth, two tenth,
..., nine tenth are otherwise known as deciles and quantiles of the
order one hundredth, two hundredth, ..., ninety nine hundredth are
otherwise known as percentiles.

A quartile is any of three values which divide a sorted data set
into four equal parts, so that each part represents one-fourth of the
sampled population.

The first quartile (designated ¢;) divides the population in a such a
way that 25% of the population units have values lower than or equal to
the first quartile ¢;, and 75% units have values higher than or equal to
the first quartile. The second quartile g, is the median. The third quartile
(designated ¢3) divides the population in a such a way that 75% of the
population units have values lower than or equal to the third quartile ¢,
and 25% units have values higher than or equal to the quartile.

The median Me measurement is the middle number in a popula-
tion arranged in a non-decreasing order (for a population with an odd
number of observations), or the mean of the two middle values (for
those with an even number of observations).

A median separates the higher half of a population from the lower
half; half of the units have values smaller than or equal to the median,
and half of them have values higher than or equal to the median.
Contrary to the arithmetic mean, the median is not sensitive to out-
liers in a population. This is usually perceived as its advantage but
sometimes may also be regarded as a flaw; even immense differences
between outliers and the arithmetic mean do not affect its value.

Hence, other means have been proposed, for example, the trun-
cated mean. This mean, less sensitive to outliers than the standard
mean (only a large number of outliers can significantly influence the
truncated mean) and standard deviation, is calculated using all results,
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which transfers the extreme to an accepted deviation range — thanks
to the application of appropriate iterative procedures.

The first decile represents 10% of the results which have values
lower than or equal to the first decile, and 90% of the results have
values greater than or equal to it.

1.4 Measures of Dispersion

Measures of dispersion (variability) are usually used to determine dif-
ferences between individual observations and mean value [1].
'The most popular measures of dispersion are as follows:

* range,

* variance,

* standard deviation,

* average deviation,

* coeflicient of variation,

The range R is a difference between the maximum and minimum
value of an examined characteristic:

R=x, —x, (1.6)

mn

It is a measure characterizing the empirical variability region of the
examined characteristic but does not give information on the variabil-
ity of individual values of the characteristic in the population.

Variance V'is an arithmetic mean of the squared distance of values
from the arithmetic mean of the population. Its value is calculated
according to the formula:

V= L i(xi—xm)z 1.7)

Standard deviation S§D, the square root of the variance, is the
measure of dispersion of individual results around the mean. It is
described by the equation:

(1.8)
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Standard deviation equals zero only when all results are identical.
In all other cases, it has positive values. Thus, the greater the disper-
sion of results, the greater the value of the SD.

It must be remembered that dispersion of results occurs in each
analytical process. Yet, it is not always observed, for example, because
of the resolution of a measuring instrument being too low.

Properties of the standard deviation are

* if a constant value is added to or subtracted from each value,
the standard deviation does not change,

* if each measurement value is multiplied or divided by any con-
stant value, the standard deviation is also multiplied/divided
by that same constant,

* standard deviation is always a denominate number, and it is
always expressed in the same units as the results.

If an expected value p, is known, the standard deviation is calcu-
lated according to the following formula:

1.9

Relative standard deviation (RSD) is obtained by dividing the
standard deviation by the arithmetic mean:

RsD =P (1.10)

X

m

obviously x,, # 0.
The standard deviation of the arithmetic mean SD is calculated
according to the following equation:

SD="2 (1.11)

SIS
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The standard deviation of an analytical method SD, (general) is
determined using the results from a series of measurements:

SDg=\/ ! iSDf(ni—l) (1.12)

n—ki3
where:
& — the number of series of parallel determinations.

For series with equal numbers of elements, the formula is simpli-
fied to the following equation:

k
SD, = /iZSDf (1.13)
i=1

The mean absolute deviation D is an arithmetic mean of absolute
deviations of the values from the arithmetic mean. It determines the
mean difference between the results in the population and the arith-
metic mean:

D= 12 x —x, (1.14)

n iy

The relationship between the mean and standard deviations for the
same set of results can be presented as D < SD.
The coefhicient of variation CV'is RSD presented in %:

CV = RSD [%] (1.15)

The CV is the quotient of the absolute variation measure of the
investigated characteristic and the mean value of that characteristic. It
is an absolute number, usually presented in percentage points.

'The CV is usually applied in comparing difterences:

* between several populations with regard to the same
characteristic,

* within the same population with regard to a few different
characteristics.

1.5 Measures of Asymmetry

A skewness (asymmetry) coeflicient is an absolute value expressed as
the difference between an arithmetic mean and a mode.
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The skewness coefficients are applied in comparisons in order to
estimate the force and the direction of asymmetry. These are absolute
numbers: the greater asymmetry, the greater their value.

'The quartile skewness coefficient shows the direction and force of
result asymmetry located between the first and third quartiles.

1.6 Measures of Concentration

A concentration coefficient K is a measure of the concentration of
individual observations around the mean. The greater the value of the
coefhicient, the more slender the frequency curve and the greater the
concentration of the values about the mean.

Example 1.1

Problem: For the given series of measurement results, give the fol-
lowing values:

* mean

+ standard deviation

* relative standard deviation
* mean absolute deviation

* coeflicient of variation

* minimum

* maximum

* range

* median

* mode

Data: result series, mg/dm?:

12.34 8 12.34
12.67 9 12.00
12.91 10 12.67
12.02 1 12.53
12.52 12 12.34
12.12 13 12.79
12.98

No o bhwN =
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SOLUTION:
Mean, x,, mg/dm? 12.48
Standard deviation, SD, mg/dm? 0.32
Relative standard deviation, RSD 0.026
Mean absolute deviation, D 0.26
Coefficient of variation — CV, % 2.6%
Minimum, x,,;,, mg/dm? 12.00
Maximum, x,,,, mg/dm? 12.98
Range, R, mg/dm? 0.98
Median, Me, mg/dm? 12.52
Mode, Mo, mg/dm? 12.34

Excel file: exampl_1_1.xls

1.7 Statistical Hypothesis Testing

A hypothesis is a proposition concerning a population, based on prob-
ability, assumed in order to explain some phenomenon, law or fact. A
hypothesis requires testing.

Statistical hypothesis testing means checking propositions with
regard to a population which have been formulated without examin-
ing the whole population. The plot of the testing procedure involves:

1. Formulating the null hypothesis and the alternative hypothesis
The null hypothesis A is a simple form of the hypothesis that
is subjected to tests,

The alternative hypothesis H, is contrasted with the null
hypothesis.

2. The choice of an appropriate test.

The test serves to verify the hypothesis.

3. Determination of the level of significance a

4. Determining the critical region of a test
The size of the critical region is determined by any low level of
significance o, and its location is determined by the alterna-
tive hypothesis.

5. Calculation of a test’s parameter using a sample
The results of the sample are processed in an appropriate man-
ner, according to the procedure of the selected test and are the
basis for the calculation of the test statistic.
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6. Conclusion
The test statistic, determined using the sample, is compared
with the critical value of the test:

* if the value falls within the critical region, then the null
hypothesis should be rejected as false. It means that the
value of the calculated test parameter is greater than the
critical value of the test (read from a relevant table),

* if the value is outside the critical region, it means that
there is not enough evidence to reject the null hypothesis.
It means that the value of the calculated parameter is not
greater than the critical value of the test (read from a rel-
evant table); hence, the conclusion that the null hypothesis
may be true.

Errors made during verification:

* Type I error — incorrectly rejecting the null hypothesis H,
when it is true,

* Type II error — accepting the null hypothesis , when it
is false.

Nowadays, statistical hypothesis testing is usually carried out using
various pieces of software (e.g. Statistica). In this case, the procedure
is limited to calculating the parameter p for a given set of data, after
selecting an appropriate statistical test. The value p is then compared
with the assumed value of the level of significance a.

If the calculated value p is smaller than the a value (p < a), the
null hypothesis H, is rejected. Otherwise, the null hypothesis is not
rejected.

'The basic classification of a statistical test divides tests into para-
metric and nonparametric ones.

Parametric tests serve to verify parametric hypotheses on the distri-
bution parameters of the examined characteristic in a parent popula-
tion. Usually, they are used to test propositions concerning arithmetic
mean and variance. The tests are constructed with the assumption
that the CDF is known for the parent population.

Nonparametric tests are used to test various hypotheses on the
goodness of fit in one population with a given theoretical distribu-
tion, the goodness of fit in two populations and the randomness of
sampling.
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1.8 Statistical Tests

During the processing of analytical results, various statistical tests can
be used. Their description, application and inference based on these
tests are presented below. Appropriate tables with critical values for
individual tests are given in Appendix at the end of the book.

1.8.1 Confidence Interval Method [3]

TEST CONFIDENCE INTERVAL METHOD

Aim test whether a given set of results includes a result(s) with a gross error
Requirements e set size 3-10,

e unbiased series — an initially rejected uncertain result,

e only one result can be rejected from a given set.
Course of o exclude from a set of results the result that was initially recognized as

action one with a gross error,
o calculate the endpoints of the confidence interval for a single result
based on the following formula:

g=x tt. ﬁ ) (1.16)

where:
X, —mean for an unbiased series,
SD —standard deviation for an unbiased series,
n —entire size of a series, together with a uncertain result,
t.— critical parameter of the Student test, read for f= n— 2 degrees of
freedom — Table A.1.

Inference if an uncertain result falls outside the limits of the confidence interval, it is
rejected; otherwise, it is compensated for in further calculations, and the
values of x,, and SD are calculated again

Requirements o set size is 3-10,

e unbiased series — an initially rejected doubtful result,
e only one result can be rejected from a given set.

Course of e exclude from a set of results the result that was initially recognized as
action one with a gross error,
e calculate the value of the parameter £, according to the following
formula:
t _—x (1.17)
cale — SD .
where:

Xx;— uncertain result,
X, —mean value for the unbiased series,
SD— standard deviation for the unbiased series,
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e compare the value of £, with the critical value calculated according to

the formula:
n
tm't(mrr) = tcn‘t : n—2 (1.18)
where:
n— entire size of a series, together with an uncertain result,
t.— critical parameter of the ¢-Student test, read for f= n — 2 degrees of

freedom — Table A.1.

Inference if .. < t.iteomy then the initially rejected result is included in further
calculations, and x,, and SD are calculated again; otherwise, the initially
rejected result is considered to have a gross error

Requirements e set size 3-10,

e unbiased series — an initially rejected uncertain result,
e only one result can be rejected from a given set.

Course of e calculate the endpoints of the confidence interval for an individual result
action using the formula:
g=x,xw,-SD (1.19)
where:

X, — mean for the unbiased series,

SD— standard deviation for the unbiased series,

w,, — critical parameter determined for the number of degrees of freedom

f=n-2-Table A.2,

n—total number of a series.

Inference if the uncertain result falls outside the endpoints of the determined
confidence interval, it is rejected and x,, and SD are calculated again

Requirements e set size >10,

e hiased series.

Course of e calculate the endpoints of the confidence interval for an individual result
action using the formula:
g=x,tk, -SD (1.20)
where:

x,,— mean for the biased series,

SD - standard deviation for the biased series,

k, — confidence coefficient for a given level of significance o, from a
normal distribution table:

fora=0.05 k,=1.65
fora =001 4,=233
Inference if the uncertain result(s) falls outside the endpoints of the determined
confidence interval, it is rejected and x,, and SD are calculated again
Requirements e set size >10,
e unbiased series — an initially rejected uncertain result,
e known value of the method’s standard deviation.
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Course of e calculate the endpoints of the confidence interval for an individual result

action using the formula:
[n
g=x,xh,-SD, .| — (1.21)
n-1
where:

X, —mean for the unbiased series,

SD, — standard deviation of the method,

k., — confidence coefficient for a given level of significance «, from a
normal distribution table

fora=0.05 k,=1.65
fora=0.01 k,=233
Inference if the uncertain result falls outside the endpoints of the determined confidence
interval, it is rejected; otherwise, it is included in the series, and x,, and SD are
calculated again

1.8.2 Critical Range Method [3]

TEST CRITICAL RANGE METHOD

Aim test whether a given set of results includes a result(s) with a gross error
Requirements e set size > 10,

* known value of the method’s standard deviation — SD,.
Course of e calculate the value of the range result according to the formula:

action

R:Xmax = Xonin

e calculate the value of the critical range according to the formula:
R,=2-SD, (1.22)

where:
SD,—the standard deviation of the method,
Z— coefficient from the table for a given level of confidence « and n parallel
measurements and fdegrees of freedom — Table A.3.
Inference if R> R,;, the extremum result is rejected and the procedure is conducted anew
Requirements e known value of the mean range for the series — R,
e known results of 4 series of parallel determinations, with n
determinations in each series (most often n=2 or 3; k> 30).
Course of e calculate the value of the range for each series according to the formula:

action Y (1.23)

o calculate the value of the critical range according to the formula:

R,.=2z,R, (1.24)

crit

where:
Z,,— coefficient from a table for a given level of confidence « and n parallel
measurements in a series — Table A.4.

Inference if ;> R,;, the i-th series of the measurement results is rejected
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1.8.3 Dixon’s Q_Test [3, 4]

TEST DIXON'S QTEST

Aim test whether a given set of results includes a result with a gross error
Hypotheses H,— in the set of results, there is no result with a gross error

H, —in the set of results, there is a result with a gross error
set size 3-10,
test whether a given set of results includes a result with a gross error.
order the results in a non-decreasing sequence: x;...x,
calculate the value of the range R according to the formula:
R=x,—x,
calculate the value of parameters @, and @, according to the formulas:

Requirements

Course of
action

G="2" g

— Xp =Xt

R (1.25)

compare the obtained values with the critical value Q,;— Table A.5

read for the selected level of significance o and the number of degrees of

freedom f=n.

Inference if one of the calculated parameters exceeds the critical value Q,,, then the
result from which it was calculated (x, or x;) should be rejected as a result
with a gross error and only then should x,, and SD be calculated

In some studies [1], the authors use a certain type of Dixon’s Q test
that makes it possible to test a series comprising up to 40 results.

TEST DIXON'S QTEST

Aim test whether a given set of results includes a result with a gross error
Hypotheses H,— in the set of results, there is no result with a gross error
H, —in the set of results, there is a result with a gross error
Requirements e set size 37,
e test whether a given set of results includes a result with a gross error.

Course of e order the results as a non-decreasing sequence: x;...x,
action e calculate the value of the range R according to the formula:
R=x,—x

calculate the value of parameters @ and @, according to the formulas:

XZ_XI 0 — Xn_Xn—l

= 1.26
a R , R (1.26)

compare the obtained values with the critical value Q,;— Table A.6
read for the selected level of significance a and the number of degrees of
freedom f=n.
Requirements e set size 8-12,

e test whether a given set of results includes a result with a gross error.
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Course of
action

Requirements

Course of
action

Inference

e order the results as a non-decreasing sequence: x;...x,
e calculate the value of parameters @, and @, according to the formulas:

X, =X Q. ==X (1.27)

n
L Xy — X,

Q=
e compare the obtained values with the critical value @,,;— Table A.6
read for the selected level of significance o and the number of degrees of
freedom f=n.
e set size >12,
e test whether a given set of results includes a result with a gross error.
e order the results as a non-decreasing sequence: x;...x,,
e calculate the value of parameters @, and @, according to the formulas:
X3 =X Q _Xn_Xn—Z

n
X2 =X Xy — X3

n—.

Q= (1.28)

e compare the obtained values with the critical value @,,;— Table A.6
read for the selected level of significance o and the number of degrees of
freedom f=n.

if one of the calculated parameters exceeds the critical value @,,, then the

result from which it was calculated (x, or x;) should be rejected as a result
with a gross error and only then should x,, and SD be calculated

1.8.4 Chi Square (y°) Test [3]

TEST
Aim
Hypotheses

Requirements
Course of
action

CHI SQUARE (x2) TEST

test if the variance for a given series of results is different from the set value
H,—the variance calculated for the series of results is not different from the
set value in a statistically significant manner
H, —the variance calculated for the series of results is different from the set
value in a statistically significant manner
e normal distribution of results in a series
e calculate the standard deviation for the series of results,
e calculate the chi square test parameter y2 according to the formula:

, NS0’

=" (1.29)

where:
SD—the standard deviation calculated for the set of results,
SD,— the set value of the standard deviation,
n—the number of results in an investigated set.

* compare the calculated value y2 with the critical value y?, for the
assumed level of significance a and the calculated number of degrees
of freedom f=n— 1 —Table A.7.
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o if the calculated value y2 does not exceed the critical value (y2 <x?.),
then it may be inferred that the calculated value of the standard
deviation does not differ in a statistically significant manner from the
set value — acceptance of hypothesis H,,

o if the calculated value 42 is greater than the critical value read from the
tables (x2 > x2,), then it may be inferred that the compared values of the
standard deviation differ in a statistically significant manner — rejection
of the hypothesis H,.

1.8.5 Snedecor’s F Test [3-5]

TEST
Aim
Hypotheses

Requirements
Course of
action

Inference

SNEDECOR'S F TEST

compare the standard deviations (variances) for two sets of results
H,— the variances calculated for the compared series of results do not differ
in a statistically significant manner
H, — the variances calculated for the compared series of results differ in a
statistically significant manner
e normal distributions of results in a series
e calculate the standard deviations for the compared series of results,
e calculate Snedecor’s Ftest parameter according to the formula:

SO

= 1.30
o (1.30)

where:
SD,, SD,— standard deviations for the two sets of results,

NOTE: The value of the expression should be constructed in such a way so
that the numerator is greater than the denominator — the value Fshould
always be greater than 1

e compare the calculated value with the critical value of the assumed
level of significance « and the calculated number of freedom degrees f;
and £, (where f,=n,— 1and f,=n,— 1)—Table A.8.

o if the calculated value F does not exceed the critical value (F< F,;), then
it may be inferred that the calculated values for the standard deviation do
not differ in a statistically significant manner — acceptance of the
hypothesis H,

o if the calculated value Fis greater than the critical value read from the
tables (F> F,;), then it may be inferred that the compared values for the
standard deviation differ in a statistically significant manner — rejection
of the hypothesis H,.
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1.8.6 Hartleys ¥, Test [3]

TEST
Aim
Hypotheses

Requirements

Course of
action

Inference

HARTLEY'S £, TEST

compare the standard deviations (variances) for many sets of results
H,—the variances calculated for the compared series of results do not differ
in a statistically significant manner
H, —the variances calculated for the compared series of results differ in a
statistically significant manner
e normal distributions of results in a series,
e numbers of results in each series of the sets greater than 2,
e set sizes are identical,
o the number of series not greater than 11.
calculate the standard deviations for the compared series of results,
calculate the value of the F,,, test parameter according to the formula:
B Sp?

Fowe = " (131)

min

where:
SD a0 SDin — the greatest and smallest value from the calculated

maxr

standard deviations for the sets of results.

In the case of different values of results in the series, use CVinstead of SD
according to the formula:

Cvnfax
max = CVZ (1313)

min

e compare the calculated value with the critical value of the parameter for
the assumed level of significance a, the calculated number of degrees of
freedom f= n— 1, and the number of the compared series k —Table A.9.

o if the calculated value £, does not exceed the critical value (f,, < f,,,),
then it may be inferred that calculated standard deviations do not differ
in a statistically significant manner — acceptance of the hypothesis H,

e if the calculated value F,,, is greater than the critical value read from the
tables (F,,, > F,,), then it may be inferred that the compared standard
deviations differ in a statistically significant manner — rejection of the
hypothesis H,.

1.8.7 Bartlett’s Test [3]

TEST
Aim
Hypotheses

Requirements

BARTLETT'S TEST

compare the standard deviations (variances) for many sets of results
H,—the variances calculated for the compared series of results do not differ
in a statistically significant manner
H, —the variances calculated for the compared series of results differ in a
statistically significant manner
o the number of results in each series of the sets is greater than 2
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Course of e calculate the standard deviation for the compared series of results,
action e calculate the value of a Qtest parameter according to the formula:

Q= 2103{@7 K)log 02 )~ i(n.—l)log(SD,z)} (1.32)

i=1

in which:
k
T R (1.33)
3k-D\F'n -1 n—k
I 1 k
S0 =—=—Y'S0%(n, 1) (1.34)
n—k n=1
where:

n—the total number of parallel determinations,

k—the number of the compared method (series),

n;— the number of parallel determinations in a given series,
SD;— the standard deviation for the series /.

* compare the calculated value with the critical value of %2, parameter
for the assumed level of significance a and the calculated number of
degrees of freedom f= k— I —Tabhle A.7.

Inference o if the calculated value Q does not exceed the critical value (@<1’,), then
it may be inferred that the calculated standard deviations do not differ in
a statistically significant manner — acceptance of the hypothesis H,,

e if the calculated value Qis greater than the critical value read from the
tables (@ > x2,), then it may be inferred that the compared standard
deviations differ in a statistically significant manner — rejection of the
hypothesis H,.

1.8.8 Morgan’s Test [3]

TEST MORGAN'S TEST

Aim compare standard deviations (variances) for two sets of dependent (correlated)
results

Hypotheses H,— the variances calculated for the compared series of results do not differ

in a statistically significant manner
H, — the variances calculated for the compared series of results differ in a
statistically significant manner
Requirements © number of results in each series of the sets is greater than 2
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Course of e calculate the standard deviations for the compared series of results,
action e calculate the regression coefficient raccording to the formula:

k k k
kZXqu,- _DliDZI
i=1

— i=l i=l )

ﬂd(zw@(z”

e calculate the value of test L parameter according to the formula:

48073 (1-1°)
L= k (1.36)
(SDf +5D; ) —4r*SD.SD;

e calculate the value of parameter ¢ according to the formula:

t= (I_L)LM (1.37)

where:
k—the number of pairs of results,
Xy X5 — individual values of results for the compared sets.

o compare the calculated value ¢ with the critical value ¢,,, a parameter
for the assumed level of significance « the calculated number of
degrees of freedom f= k— 2 — Table A.1.

Inference e if the calculated value ¢ does not exceed the critical value £, so that the
relation < £, is satisfied, then it may be inferred that the calculated
standard deviations do not differ in a statistically significant manner
— acceptance of hypothesis H,,

e if the calculated value tis greater than the critical value read from the
tables (¢ > t,;), then it may be inferred that the compared standard
deviations differ in a statistically significant manner — rejection of the
hypothesis H,.

1.8.9 Student’s t Test [3, 4]

TEST STUDENT'S ¢ TEST
Aim compare means for two series (sets) of results
Hypotheses H,— the calculated means for the compared series of results do not differ in

a statistically significant manner
H, — the calculated means for the compared series of results differ in a
statistically significant manner
Requirements e normal distributions of results in a series,
e number of results in each series of the sets greater than 2,
e insignificant variance differences for the compared sets of results —
Snedecor’s Ftest, Section 1.8.5.
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e calculate the means and standard deviations for the series of results,

e calculate the Student’s ¢test parameter according to the equation:
Xy = Xpp| iy (m+n,—2)

J(m, —1) 87 +(n, ~1) 8D} n+,

t= (1.38)
where:

Xim X5 — the means calculated for the two compared sets of results,

SD,, SD,— the standard deviations for the sets of results.

e compare the calculated value with the critical value of a parameter for
the assumed level of significance a and the calculated number of
degrees of freedom f=n, + n,— 2—Table A.1.

e if the value ¢ does not exceed the critical value ¢, (£< £,,), then it may
be inferred that the obtained means do not differ in a statistically
significant manner — acceptance of the hypothesis H,

e if the calculated value tis greater than the critical value read from the
tables (¢ > t,,), then it is inferred that the compared means differ in a
statistically significant manner — rejection of the hypothesis H,.

TEST
Aim
Hypotheses

Requirements

Course of
action

Inference

STUDENT'S ¢ TEST

compare the mean with the assumed value

H,—the calculated mean does not differ in a statistically significant manner
from the assumed value

H, — the calculated mean differs in a statistically significant manner from
the assumed value
e normal distribution of results in a series,
o the number of results in a series of sets is greater than 2.
e calculate the mean and standard deviation for the series of results,
e calculate the Student’s £ test parameter according to the equation:

[ —ny
== Jn (1.39)

where:
X, — the mean calculated for the set of results,
1 —the reference (e.g. certified value),
SD— the unit of deviation for example: the standard deviation of the set of
results which the mean was calculated based on,
n—the number of results.

e compare the calculated value with the critical value of a parameter, for
the assumed level of significance a, the calculated number of degrees
of freedom f=n— 1-Table A.1.

o if the value ¢ does not exceed the critical value t,;, (£<t,;), then it may
be inferred that the obtained mean is not different from the set value in a
statistically significant manner — acceptance of the hypothesis H,,

e if the calculated value tis greater than the critical value read from the
tables (¢ > t,;), it is inferred that the mean is different from the set value
in a statistically significant manner — rejection of the hypothesis H,.
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1.8.10 Cochran-Cox C Test [3]

TEST COCHRAN-COX CTEST

Aim compare the means for the series of sets of results, for which the standard
deviations (variances) differ in a statistically significant manner

Hypotheses H,—the calculated means for the compared series of results do not differ in

a statistically significant manner
H, —the calculated means for the compared series of results differ in a
statistically significant manner
Requirements e normal distribution of results in a series,
o the number of results in a series of sets is greater than 2.
Course of e calculate the means and standard deviations for the compared series of
action results,
o calculate the value of a parameter C according to the formula:

‘le_len‘
C="F—"2 (1.40)
JZ +2,
in which:
SD? Sp?
= and =7 1.41
Yo -l 2o, -1 (14D
where:

Xim X5 — the means calculated for the two compared sets of results,
SD,, SD,—the standard deviations for the sets of results.

e calculate the critical value of the parameter C (C,,;) according to the
formula:

7t + 7,t,
it —

Z+27,

(1.42)

where:
t, and £, the critical values read from the tables of the Student’s ¢
distribution (Tahle A.1) respectively for f,=n,— 1 and f,=n, — 1, the
number of degrees of freedom and the level of significance «

e compare the calculated value Cwith the calculated critical value C,,;
Inference o if the value C does not exceed the critical value C,,, (C< C,;), then it may

be inferred that the obtained mean values do not differ from one another
in a statistically significant manner — acceptance of the hypothesis H,,

e if the calculated value Cis greater than the calculated critical value
(C> C,;, then it is inferred that the obtained means differ from
one another in a statistically significant manner — rejection of the
hypothesis H,.
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1.8.11 Aspin-Welch Test [3]

TEST ASPIN-WELCH TEST

Aim compare the means for the series of sets of results for which the standard
deviations (variances) differ in a statistically significant manner

Hypotheses H,— calculated means for the compared series of results do not differ in a

statistically significant manner
H, — calculated means for the compared series of results differ in a
statistically significant manner
Requirements e normal distribution of results in a series,
o the number of results in a series of sets is greater than 6.

Course of e calculate the means and standard deviations for the compared series of
action results,
e calculate the values of expressions described using the following
equations:
X, —X
v =M (1.43)
SDE D
7+7
nl nZ
5o
nl
C=—o"— 1.44
SoF D (144
7+7
nl n2
in which:
2 2
S0 S0 (1.45)
nl nZ
where:

Xim Xom— the means calculated for the two compared sets of results,
SD,, SD,— the standard deviations for the sets of results.

e compare the calculated value v with the critical value v, for the
corresponding level of significance a, the number of degrees of freedom
f;=n, - 1,f,= n,— 1and the calculated values of ¢, and thus
v, (a, f, f, c)—Table A.10.

Inference o if the value v does not exceed the critical value v, (v < v,), then it may be
inferred that the obtained means do not differ from one another in a
statistically significant manner — acceptance of the hypothesis H,,

e if the calculated value v is greater than the calculated critical value
(v >v,), itisinferred that the obtained means differ from one anather in
a statistically significant manner — rejection of the hypothesis H,.
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1.8.12 Cochran’s Test [6]

TEST COCHRAN'S TEST

Aim detection of outliers in a given set — intralaboratory variability test
one-sided test for outliers — the criterion of the test examines only the greatest
standard deviations
Requirements o the number of results in a series (set) greater than or equal to 2, but
only when the number of compared laboratories is greater than 2,
e sets of results (series) with the same numbers,
e it is recommended to apply the tests before the Grubbs’
test — Section 1.8.13.

Course of e calculate the standard deviations for each of the compared sets of results,
action e calculate the value of parameter C using the formula:
2
C= Dy (1.46)

S
i=1

where:
SD,,.—maximum standard deviation in the investigated set (among the
investigated laboratories),
SD; —the standard deviation for a given series (data from a laboratory),
p —the number of standard deviations (the number of compared
laboratories).

e compare the calculated value € with the critical value for a given value
n, the number of results in a series and p, the number of laboratories —
Table A.11.

Inference e if the value of the calculated test parameter is less than or equal to the
critical value corresponding to the level of significance a = 0.05, then the
investigated result is considered to be correct,

e f the numerical value of a respective test parameter is greater than the
critical value corresponding to the level of significance a = 0.05 and less
than or equal to the critical value corresponding to the level of
significance o = 0.01, then the investigated result is an uncertain value,

o if the value of the test parameter is greater than the critical value
corresponding to the level of significance a = 0.01, then the investigated
result is considered to be an outlier.

1.8.13 Grubbs Test [6, 7]

TEST GRUBBS' TEST

Aim detect outliers in a given set — interlaboratory variability test
Requirements e the number of results in a series (set) is greater than or equal to 2, but
only when the number of compared laboratories is greater than 2,
o the same number of results in the sets (series) of results,
e it is recommended to apply this test before Cochran’s test — Section 1.8.12,
e with a single use, it enables the detection of one outlier; thus, it should
be repeated until no outliers are observed in the remaining results.
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Course of e calculate the standard deviation for the set of results,
action o order the set of data x;for /=1, 2, ..., pin an increasing sequence,
® calculate the value of parameter G, according to the relation:

6, = (x ;DX”) (147)

where:
X, —the value in the set of results considered to be an outlier,
X, — the mean,
SD —the standard deviation.

 compare the calculated value G, with the critical value for a given value
p, the number of laboratories — Table A.12.

if the value of the calculated test parameter is less than or equal to the
critical value corresponding to the level of significance a = 0.05, then the
investigated result is considered to be correct,

if the numerical value of a corresponding test parameter is greater than
the critical value corresponding to the level of significance a = 0.05, and
less than or equal to the critical value corresponding to the level of
significance o = 0.01, then the investigated result is an uncertain value,
if the value of the test parameter is greater than the critical value
corresponding to the level of significance a = 0.01, then the investigated
result is considered to be an outlier; after rejection of this value from the
set of results, the test for the series of p — 1 results may be conducted
again, and the course of action should be continued until there are no
more outliers in the set of results.

Inference

TEST GRUBBS' TEST

Aim detect outliers in a given set — interlaboratory variability test
Requirements o the number of results in a series (set) is greater than or equal to 2, but
only when the number of compared laboratories is greater than 2,
e the same number of results in the sets of results (series)
e it is recommended to apply this test before Cochran’s test —
Section 1.8.12,
® in a given course of action, two (the greatest or the smallest) results
may be rejected from the set of results.

Course of e order the set of data x;for i=1, 2, ..., pin an increasing sequence,
action calculate the values of parameter SD, according to the equation:
P
2= (x,-x,) (1.48)

i=1

® calculate the values of parameters x,,,, ; ,, when testing two of the
highest results or x,,; , two of the lowest results, according to the
equations:

1y LS 1.49
= ,Or m = i :
o 7 &40 O Y p_1§X .
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Inference .

calculate the values of respective parameters: SD,, ; ,) or SD,; )
according to the equations:

p-2

2 LJ 2
SD(;LF):Z‘(X, —xm(Hp)) ,ooor SD(ZM)=2(X[—X,"(LZ)) (1.50)

i=1 i=3

calculate the value of parameter G according to the equations:

So? SD?
G= ;’521‘”), o G= Sl()lf) (1.51)

compare the calculated value of G with the critical value for a given
value p, the number of laboratories — Table A.12.

if the value of the calculated test parameter is less than or equal to the
critical value corresponding to the level of significance a = 0.05, then the
investigated results are considered to be correct,

if the numerical value of a corresponding test parameter is greater than
the critical value corresponding to the level of significance o = 0.05 and
less than or equal to the critical value corresponding to the level of
significance o = 0.01, then the investigated results are uncertain,

if the value of a test parameter is greater than the critical value
corresponding to the level of significance a = 0.01, then the investigated
results are considered to be outliers; after rejection of these values from
the set of results, the test for the series of p — 2 results may conducted
again, and the course of action should be continued until there are no
more outliers in the set of results.

1.8.14 Hampel’s Test

The Hampel’s test by some authors is called Huber’s test 8, 9].

TEST

HAMPEL'S TEST

Aim detect outliers in a given set

Requirements .
Course of .
action .

the number of results in a series (set) is greater than 2

order the values in an increasing sequence,

calculate the median Me for all the results x, where x; includes the
interval from x; to x,,

calculate the deviations of r;from the median for each result using the
formula:

r=(x, - Me) (1.52)
calculate the absolute values ||,

order the values of |r;| in an increasing sequence,
calculate the median deviations Me, ,

compare the values of | with 4.5-Me, .

Inference if the following condition is satisfied

r|>4.5-Me, (1.53)

then the result x;is considered to be an outlier.
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1.8.15 Z-Score [10, 11]

TEST
Aim
Requirements

Course of
action

Inference

Z-SCORE
detect uncertain results and outliers
applied during the processing of results of interlaboratory comparisons
o the number of results in a series (set) greater than 2
e calculate the Zscore using the formula:

— Xiap =X

z o 1.54
SD (150

where:
X, —result obtained by a given laboratory,
X —the assumed value/the reference value,
SD —the deviation unit:

o the standard deviation calculated using all the values in a set,
o the modified standard deviation calculated using the relation:

SDpes = \SD" + 0, (1.55)

—standard uncertainty of the accepted value/the reference value,

where:
Y

Xeer)

e combined standard uncertainty calculated using the relation:
(1.56)

where:

)~ standard uncertainty of a value obtained by a given laboratory.

e if |Z|<2, aresult is considered to be satisfactory,
e if2<|Z| <3, aresult is considered to be uncertain,
e if |Z| >3, a result is considered to be unsatisfactory.

1.8.16 E_-Score [10, 11]

TEST
Aim
Requirements

Course of
action

E,-SCORE
estimation of results of interlaboratory comparisons
e the number of results in a series (set) is greater than 2
e calculate £, score using the formula:

Xiap — Xeer

2 2
i) T Y00)

E, = (1.57)
where:
X,, —the value obtained by a given laboratory,
X.¢— the reference value,
u Xw)—the combined standard uncertainty result obtained by a given
aboratory,

U, —the combined standard uncertainty of the reference values.
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Inference

o if |E,|<1, the estimation is satisfactory,

o if |£,|>1, the estimation is unsatisfactory.

1.8.17 Mandel’s Test [6, 12, 13]

TEST MANDEL'S h TEST
Aim determine the interlaboratory traceability of results
Requirements e the number of results in a series (set) is greater than 2
Course of e calculate the means x,,; for each series of results for each laboratory,
action e calculate the mean for results from a given series according to the
formula:
P
Zﬂi K
X, :/—-1‘77 (1.58)
)Y
i=1
where:

n;— the number of results for a given series obtained by a given laboratory,

p— the number of laboratories.

e calculate the values of parameter #;for a given series and for a given
laboratory, according to the formula:

h = Ko — (1.59)
Li(x —x )
(p—l) = mi m

* make a graph of the values of parameter h; for each series in the
sequence of laboratories,

e on the graph of the values of parameter f, mark the horizontal lines to
test the data’s configuration, corresponding to the Mandel h coefficients
for a given level of significance (¢ = 0.01 or 0.05) — Table A.13a or
A.13hb.

Inference The value of parameter h; bigger than h value need to be checked from
analytical viewpoint.

TEST MANDEL'S k TEST

Aim determine the interlaboratory traceability of results

Requirements

o the number of results in a series (set) is greater than 2



Course of
action

Inference
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e calculate the standard deviations SD; for each series of results for each
laboratory,

e calculate the values of parameter &;for a given series and for a given
laboratory, according to the formula:

PR (160)

N

e make a graph of the values of parameter k;for each series in the
sequence of laboratories,

e on the graph of the values of parameter & mark the horizontal lines to
test the data’s configuration, corresponding to the Mandel 4 coefficients
for a given level of significance (¢ = 0.01 or 0.05) — Tahle A.13a or
A.13h.

The value of parameter 4; bigger than kvalue needs to be checked from
analytical viewpoint.

1.8.18 Kolmogorov-Smirnov Test [2, 14]

TEST
Aim
Requirements

Course of
action

Inference

KOLMOGOROV-SMIRNOV TEST

compare the distribution of two series of results
e two series of results

e calculate the empirical distribution functions for each series of results,
e calculate the values of parameter A, according to the formula:

A, = / Uil D, (1.61)
n+n, "M
where:

n; n,— the number of results for a given series,
D,,, —the greatest value of differences between empirical distribution
functions.

o compare the A, value with critical value — 4, for a given level of
significance — Table A.14.

o f the value 1, does not exceed the critical value 4,, (4,< 4,), then it may
be inferred that there are no statistically significant differences in
distribution functions for both compared series,

e if the value A, does exceed the critical value 4, (4,> 4,), then it may be
inferred that there are statistically significant differences in distribution
functions for both compared series.

1.9 Linear Regression

Linear correlation is the most frequent correlation used in analytical

chemistry. A decisive majority of analytical measurements uses the
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calibration stage, in which the values of the output signal are assigned
to corresponding values of analyte concentration. To determine the
tunctional dependency that connects the output signal with analyte
concentration, a linear regression method is applied. It is also applied
in determining some of the validation parameters of the analytical
procedure, such as:

* accuracy — through the determination of systematic errors,
* linearity,
* limits of detection.

Therefore, we present below the course of action for the linear
regression method, together with a presentation of the determination
method for the calibration chart parameters.

The equation of the linear regression is as follows:

y=b-x+a (1.62)
where:

y — dependent variable (output signal of the measuring
instrument),

x — independent variable (concentration of the determined
analyte),

a — intercept,

b — slope.

'The following regression parameters are calculated [3]:

* slope - &:

sz— Zyz- - ”szj’i
i=1

bh="=E (1.63)
(zj e
i=1 i=1
* intercept value — a:
z.yi - bzxi
g="1 =1 (1.64)

n
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* regression coeflicient — 7:

DYAEDY PN}
i=1

== (1.65)

e 2T ® ]

* values of standard deviations for:
* slope — 8D,

SD, = 4 (1.66)

* intercept — SD,:

SD,=SD, i=1 (1.67)

* residuals — 8D, ;:

(1.68)

where:

n — the number of independent determination results for the
standard solution samples from which the calibration curve
has been determined,

y; — the value determined experimentally,

Y,—the value calculated from the determined regression equation.

1.10 Significant Digits. Rules of Rounding

A problem with correct notation of the measurement results is usually
associated with issues related to significant digits and the rules of rounding.

Significant digits in the decimal notation of a given number are
all the digits without initial zeros. In order to determine how many
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significant digits there are in a number, the number should be “read”
from left to right until reaching the first digit that is not zero. That
digit and all the subsequent digits are called significant. In the exam-
ple below, the significant digits are underlined:

230.546
0.0010823
20.1200
507.80
0.63x10*
34.70

Calculations very often use values with different numbers of sig-
nificant digits and different numbers of digits after the decimal point.
A value obtained from a calculation(s) should be recorded in an appro-
priate way, strictly dependent on the notation of the values applied in
the calculation(s).

After addition or subtraction, the value of a result should be pre-
sented with the same number of digits after the decimal point as the
value with the fewest number of digits after the decimal point.

For example, if a result is the sum of numbers:

11.23
15.2113
0.123
349.2

then it should be presented with one digit after the decimal point:
375.8

For multiplication and division, the number of significant digits in
a result should be the same as in the value with the fewest significant

digits.
If a result is a product of the following numbers:
11.23
15.2113
0.123

349.2
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Then, it should be presented with three significant digits:

73.4-10°

It must be remembered that the number of significant digits given

in the value of a result is strictly dependent on the calculated uncer-

tainty value (see Chapter 5). The notation of the determination requires

presentation of the uncertainty value with maximum two significant

digits and a result with the same precision (same number of figures

after the decimal point) as the uncertainty value. This requirement

frequently makes it necessary to round the obtained values down to

the appropriate number of digits.
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2

QUALITY OF
ANALYTICAL REsSuULTsS

2.1 Definitions [1-3]

Quality — the realization of specific requirements (which include
the standards established by the quality control system in addition to
accepted in-house requirements).

Analytical quality — consistency of the obtained results (chemi-
cal analysis) with the accepted assumptions. The quality of informa-
tion can be divided into components: quality of results, quality of
the process, quality of the instruments and quality of the work and
organization.

Quality control — a complex system of actions to obtain measure-
ment (determination results) with the required quality level. A pro-
gram of quality control includes:

* assuring a suitable level of staft qualifications,

* assuring the proper calibration of instruments and laboratory
equipment,

* good laboratory practice (GLP),

* standard procedures.

2.2 Introduction

The past decade or so was undoubtedly the period of “information
hunger”. Access to a variety of information sources facilitates decision-
making not only in politics but also in the economy and technology
(related to control over the processes of manufacturing consumer goods).
A new type of market arose, where information is bought and sold.
Analytical data on the researched material objects are a specific kind
of information. This information is not usually obtained through an
analysis of the whole object but is based on the analyses of appropriate

35
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samples. Therefore, samples have to be collected in such a way that the
most important criterion — that is, representativeness — is met.

To satisfy the growing demand for analytical data, more and more
intense research is taking place with the aim of developing new meth-
odologies and devices so that the analytical results are a source of as
much information as possible, which — in other words — are character-
ized by the greatest information capacity possible.

Measurement results must be reliable, which means they must
accurately (both truly and precisely) reflect the real content (amount)
of analytes in a sample that is representative of the material object
under research. This leads to the conclusion that all developments in
analytical chemistry are derived from the desire to obtain in-depth
analytical data [4].

The notion of reliability is closely associated with the notion of
quality. It is the quality of a result, together with its control and assur-
ance, that determines and confirms its reliability. In analytics, the
notions of quality have a specific meaning.

Results of analytical measurements are a type of a product of the
chemical analyst’s work.

Both manufactured products and analytical results must have an
appropriate quality. In addition, the quality of analytical measure-
ments appears to have its own accumulative requirement: the quality
of every product is a result of comparison of the obtained value with
the reference value, expected or the standard one. For the obtained
result to be comparable (authoritative, reliable) to the reference value,
its (high) quality must be documented and maintained. The quality of
results of analytical measurements must be assured in the first place to
draw conclusions about the quality of the examined products.

2.3 Quality Assurance System

One of basic trends in the recent development of analytical chemis-
try is determination of lower and lower concentrations of analytes in
samples with a complex matrix. The need for a uniform and defined
control system, of estimation and assuring the quality of analytical
results, is a consequence of the following trends in analytics:

* decrease in the concentrations of analytes,
* increase in the complexity of the matrix composition of the
sample,
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* introduction of new notions associated with the application of
metrology principles in analytics,

* necessity of traceability documentation and estimating uncer-
tainty as requisite parameters of an analytical result,

* globalization and the associated necessity of comparing results
in different laboratories.

This task poses a great challenge for analysts and draws attention to
quality assurance and quality control (QA/QC) of the obtained results.
The system of quality estimation usually includes the following elements:

* tracking and estimating the precision of obtained results by
periodic analysis of test samples,
* estimation of accuracy by:
* analyses of certified reference samples,
* comparison of obtained results with results obtained for
the same sample using the reference method,
* sample analyses after the addition of a standard,
* comparative interlaboratory (intercomparison) exercises,
* control charts,
* suitable audit system.

At present, there are three systems of quality assurance in analyti-
cal laboratories [5]:

* good laboratory practice (GLP),

* accreditation of a laboratory according to ISO Guide 17025
or EN 45001,

* certification according to norms ISO of series 9000.

The selection of the quality system, introduced by a given labora-
tory, is in principle voluntary, although increasing attention is paid to
the procedures of accreditation [6].

The problem relating to quality assurance and control of measure-
ment results is primarily associated with the insufficient amount of
information concerning instruments used in the process and their appli-
cation. These are first of all statistical instruments based on metrology.

Quality assurance of analytical measurement results is the system
comprising five interdependent elements [7]:

* assurance of measuring traceability of the obtained results,
* estimation of uncertainty obtained results of measurement,
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* using of certified reference materials,
* participation in various interlaboratory comparisons,
* validation of the applied analytical procedures.

Only when the aforementioned tools are used is it possible to pro-
vide the authoritative (reliable) results of analytical measurements.

In Figure 2.1, a schematic presentation of the elements of quality
assurance/quality control system used for obtaining reliable analytical
results is shown [7].

The elements of the quality system are interdependent. To assure
measuring traceability, it is indispensable to use both the certified
reference materials and the analytical procedures subject to prior
validation.

During the validation of an analytical procedure, it is necessary to:

* use certified reference materials — determine the accuracy,

* participate in the interlaboratory comparisons — determine
the traceability, reproducibility (ruggedness),

* estimate uncertainty — which enables the control of the entire
analytical procedure.

Interlaboratory comparisons involve both reference materials and
validated analytical procedures. On the other hand, this type of
research serves to determine certified values for the manufactured
reference materials.

RELIABLE
ANALYTICAL
RESULT

METHOD VALIDATION !

REFERENCE INTEFT“E;LF\R(ORA- i /TOOLS
MATERIALS | |compaRisons | |

Figure 2.1 Position and role of the quality assurance/quality control (QA/QC) system elements
for obtaining a reliable analytical result.
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In the production of reference materials, validated analytical pro-
cedures are applied during the determination of homogeneity and
stability of materials. Reference material is also characterized by the
uncertainty value.

Estimation of measurement uncertainty, as noted earlier, is indis-
pensable in the production of reference materials.

Although the uncertainty is not one of the validation parameters,
it is obvious that the determination of uncertainty increases the reli-
ability of the obtained results. It is because during the design of the
so-called “uncertainty budget”, it is requisite to determine the influ-
ence of all the possible parameters of an analytical procedure on the
value of the combined uncertainty. This, in turn, compels the precise
and very attentive “tracking” of the entire analytical procedure, those
enabling the control of the procedure.

Interrelations among the particular QA/QC system components
are presented in Figure 2.2.

Each element of the quality control system concerning the results
of analytical measurements must be applied by any laboratory that

TRACEABILITY

METHOD
VALIDATION

REFERENCE
MATERIALS

INTERLABORATORY
COMPARISONS

Figure 2.2 Components of the QA/QC system of an analytical process, showing interrelation-
ships between components.
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wishes to obtain reliable results. Each of these elements, in order to be
applicable, must be defined in a way that is intelligible for the user. It
must also be clearly and intelligibly presented, along with the deter-
mination and the control of the elements of the quality control. This
can be achieved by:

* defining the basic notions of the quality system,

* determining the simple and intelligible procedures used when
using individual elements of the quality system,

* providing clear and transparent dependencies (in which ele-
ments of metrology and mathematical statistics are used)
enabling the “numerical” or “parametric” determination of
each characteristic, and the determination of quality of the
control system elements,

* helping users to derive inferences on the quality system, based
on determined values for each of its elements.

Every analyst should be aware that the basic and requisite param-
eters characterizing an analytical result are traceability and uncer-
tainty. These two parameters are the basic requirements for a reliable
measurement result. A schematic representation of this concept is
shown in Figure 2.3.

The necessity of presenting the result together with these two basic
parameters must be remembered by every “producer” of an analytical
result.

A requisite condition of assuring the appropriate quality of analyti-
cal results is the verification of the reliability of the used gauges and

UNCERTAINTY

TRACEABILITY

Figure 2.3 Necessary parameters for a reliable analytical result.
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checking of the range of application and calibration of the analytical
procedures. Accordingly, analytical procedures usually involve two
operations associated with calibration:

* periodic reliability test of indications of the instruments used
by means of standard mixtures; a special case of such mix-
tures are “zero” mixtures used for:

* testing the zero position on the measuring scale of the
instrument,

* diluteness of standard mixtures, containing strictly defined
concentrations of analytes,

* testing the reliability of the whole plot of the analytical
conduct.

Realization of this operation can be achieved in two ways:

* by addition of a standard to the analyzed sample,
* as a result of applying reference material samples.

Chemical analysis of any material can be described as a chain of
decisions, actions and procedures [8]. As in the case of any chain,
also in a chemical analysis, the power of the entire chain also depends
on the power of its weakest link. In general, the weakest links in the
analytical process are not the elements acknowledged as components
of chemical analysis (e.g. chromatographic extraction of mixtures or
spectrometric detection), but rather the stages that take place outside
the analytical laboratory, such as:

* selection of materials to be sampled,

* preparation of the sampling strategy,

* selection and use of techniques and devices necessary in sam-
pling, and also their transport, maintenance and storage.

If a given analytical laboratory is not responsible for the sampling
stage, the quality management system does not take into account these
weak steps of the analytical process. Moreover, if stages of sample
preparation (extraction, purifying extracts) have not been carried out
properly, then even the most modern analytical instruments and com-
plex computer techniques cannot improve the situation. Such analyti-
cal results have no value and instead of being a source of information
can cause serious misinformation. Hence, QA/QC of the analytical
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results should involve all stages of the analytical process. This pro-
cess must be an integral, where the applicability test for the analytical
method (validation) is only one stage, albeit an important one.

2.4 Conclusions

For a laboratory to be able to deliver reliable and repeatable results, it
is necessary to perform systematical calibration of analytical instru-
ments and subject all analytical procedures to validation. This notion
means the determination of the methodology characteristics, cover-
ing the previous notion of “method applicability range” (selectivity,
accuracy, precision, repeatability, limit of detection, range, linearity,
etc.). For the purpose of quality control in a laboratory work, reference
material samples are subject to the same processing and determina-
tions as real samples. Comparison of the obtained result with the real
analyte concentration in the reference material sample may give con-
clusions concerning the reliability of analytical works conducted in a

given laboratory [9].
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INTERNAL QuaLITY CONTROL

3.1 Definitions

Internal quality control (IQC) is the set of procedures undertaken
by laboratory staft for the continuous monitoring of operation and the
results of measurements in order to decide whether results are reliable
enough to be released.

3.2 Introduction

IQC is extremely important to ensure that the data released from the
lab are “fit for purpose”. Quality control methods enable to the moni-
tor the quality of the data produced by the laboratory on a run-by-run
basis [1-3].

'The laboratory should run the control samples together with the
routine samples. The control values are plotted in a control chart. In
this way, it is possible to demonstrate that the measurement procedure
executes within the given limits. If the obtained value is outside the
control limits, no analytical results are reported and corrective actions
must be taken to identify the error sources and remove such errors.

If the laboratory is accredited, the standard ISO/IEC 17025
requires that the laboratory assesses the needs of the user, before any
analysis. Each laboratory should define its quality requirements [4].

IQC takes place within the analytical series or runs. The main pur-
pose of IQC is to answer the question: does my method consistently
fit for purpose?

Once the laboratory has implemented a method in their daily work,
is performing adequate QC, has taken appropriate corrective and/or
preventive actions and its staft has acquired sufficient expertise, it may
consider including this method in its scope of accreditation [5—8].
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QUALITY ASSURANCE
Internal Quality Control ‘ External Quality Assessment

Continuously and concurrently

assessing laboratory wodk Retrospective and periodic

Figure 3.1 Internal quality control and external quality assessment as a part of QA/QC system.

3.3 Quality Control in the Laboratory

Quality in the laboratory can be control on two levels: internally and
externally. both are characterized schematically in Figure 3.1.
The main objectives of QC in the laboratory are as follows [9]:

* to help lab staff to establish, manage and monitor a testing
process to assure the analytical quality of the test results,

* to determine problems and solve them,

* to develop uniform standard of laboratory,

* to increase lab staff and client confidence,

* to create good database for decision makers,

* to reduce cost.

On the other hand, the main goals of QC are to:

* detect significant errors rapidly,

* report out good results in a timely manner,

* be cost-effective and simple to use,

* identify the sources of the errors when they occur.

There are lots of analytical factors which can influence quality. We
can include some of them below [10]:

* proficiency of the personnel — education, training, com-
petence, commitment, adequate number, supervision and
motivation,

* reagents stability, integrity and efficiency — stable, efficient,
desired quality, continuously available, checked (e.g. purity),

* equipment reliability — meet technical needs, compatible, user
and maintenance friendly, cost-effective, validated (known
value of metrological parameters), adequate space, storage
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and segregation for incompatible activities, controlled and
monitored environmental conditions, suitable location, “fit
for purpose” — validation, calibration — documented program,
maintenance, records,

selectivity and sensitivity of selected procedure — validated,
Standard Operating Procedure including every step of ana-
lytical procedure,

use of appropriate controls,

use of appropriate recording and documentation including
all the written policies, plans, procedures, instructions and
records, quality control procedures and recorded test results
involved in providing a service or the manufacture of a product.

'The IQC has to be planned to avoid unnecessary activities, on the

one hand and not taking account all the parameters, on the other. The

planning of quality control has to include [9]:

checking the appropriate concentrations and types of control
samples according to the scope of the laboratory’s method,
definition of purpose of each control: whole method, part of
method (e.g. control of calibration drift),

taking into account control at the beginning and end of each
series,

intermediate checking of the stability of the measurement
process and stability of samples,

selection what goes into database for the generation of update
on general quality of analyses (when plotting results).

Data obtained during IQC can be used (even should be used) as an

element of uncertainty budget for the procedure. It is mainly used as

an uncertainty arising from precision, as is presented schematically on
Figure 3.2.
During IQC, several tools can be used:

standards,

standard solutions,

blank samples,

appropriate CRM,

fortified samples,

statistical treatment — mainly control charts.
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MEASUREMENT UNCERTAINTY

Method bias Laboratory bias Dagyo=day Repeatability
variation
Intermediate precision

N

| Internal quality control

Figure 3.2 The place of IQC in uncertainty budget preparation.

3.4 Control Charts
3.4.1 Shewhart Charts

Control charts are used to test the stability of research results con-
ducted in a given laboratory. In practice, the most frequently used
charts are Shewhart charts. This method of monitoring and regulat-
ing processes is a graphic procedure minimizing the number of neces-
sary numerical operations and allowing systematic monitoring of the
course of the process being subjected to control. It enables fast and
simple detection of abnormalities in the configuration of the marked
points, and thus fast correction and confirmation of the reliability of
the research [11-14].

The main role is played by an appropriate control chart, usually a
graph with control limits depicted. On such a graph, the values of
a certain statistics measurement are registered. The measurement is
obtained from a series of measurement results obtained at approxi-
mately regular intervals, expressed either in time (e.g. every hour) or
quantity (e.g. every batch).

'The two types of variability in the charts are as follows:

* variability due to random change,
* real variability of the parameter in the process.

3.4.2 Shewbhart Chart Preparation

Preparation of a chart depicting mean and standard deviation (x,,— SD)
will be described as an example; charts are prepared separately for
each procedure [12-16].



INTERNAL QUALITY CONTROL 47
'The course of action in preparing the control chart is as follows:

* Conduct 10-20 measurements for a standard sample.

* Calculate the mean x,, and the standard deviation SD; both
values should be determined for the unbiased series, that is,
after the initial rejection of outliers.

* Test the hypothesis about a statistically insignificant differ-
ence between the obtained mean and the expected value using
the Student’s # test (Section 1.8.9).

* If the hypothesis is not rejected, start preparation of the first
chart:

* Mark the consecutive numbers of result determinations
on the x-axis of the graph, and the values of the observed
characteristics (the mean) on the y-axis.

* Mark a central line CL on the graph corresponding to
the reference values of the presented characteristic, and
two statistically determined control limits, one line on
either side of the central line; the upper and lower control
limits (UAL and LAL, respectively), or in other words
the upper and lower warning limits. Both the upper and
lower limits on the chart are found within + 3XSD from
the central line, where SD is the standard deviation of
the investigated characteristics. Limits of + 3XSD (so-
called action limits) show that approximately 99.7% of
the values fall in the area bounded by the control lines,
provided that the process is statistically ordered. The pos-
sibility of transgressing the control limits as a result of
random incident is insignificantly small; hence, when a
point appears outside the control limits + 3XSD, it is rec-
ommended that action be taken on the chart. Limits of
+ 2XSD are also marked; however, the occurrence of any
value from a sample falling outside these limits is simply
warning about a possible transgression of the control lim-
its; therefore, the limits of + 2XSD are called warning
limits (UWL and LWL).

* Mark the obtained measurement results for 20 consecu-
tive samples, but the results obtained for control samples
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should be marked parallel to the received results for the
investigated samples:

* If a determination result is located within the warning limits,
it is considered satisfactory.

* 'The occurrence of results between the warning limits and
action limits is also acceptable; however, not more often than
two results per 20 determinations.

* If a result for a test sample is found outside the action lim-
its, or seven consecutive results create a trend (decreasing or
increasing), calibration should be carried out again.

* 'There exist three other signs indicating the occurrence of a
problem in the analyzed arrangement, namely:

* 'Three consecutive measurement points occurring outside
the warning limits, but within the action limits.

* Two subsequent measurement points being outside warn-
ing limits, but in the interval determined by the action
limits, on the same side of the mean value.

* Ten consecutive measurement points being found on the
same side of the mean value.

3.4.3 Shewbhart Chart Analysis

For each new chart, it is necessary to compare the mean obtained for
test samples with the expected value. When the difference between
these values is statistically significant, the results from this series
(chart) should be rejected. Otherwise, one should compare the stan-
dard deviations obtained for the investigated chart and those obtained
for a previous chart using the Snedecor’s F test (Section 1.8.5), albeit
the comparison should always involve two last charts. If the stan-
dard deviations do not differ in a statistically significant manner,
the standard deviation is calculated for the next chart as the square
root of arithmetic mean of the variances (V) values for the compared
charts.

Compare the mean values obtained for the investigated chart
and those obtained for a previous chart using the Student’s # test
(Section 1.8.9). If the means do not differ in a statistically significant
manner, a new mean is calculated for the next chart as the arithmetic
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mean for the compared chart, and a new chart is prepared for the
newly calculated values of x,, and SD.

If the standard deviations differ in a statistically significant man-
ner, a new chart should be prepared for the values of the penultimate
chart.

If the mean values differed only in a statistically significant man-
ner, a new chart should be prepared for parameters identical to those
in the compared chart.

If the process is statistically regulated, then a control chart is the
method used for continuously testing the statistical null hypothesis,
testing whether the process is not changing and remains statistically
regulated. If a value marked on the chart falls outside any of the
control limits or the series of values reflects unusual configurations,
the process is not statistically regulated. In this situation, one should
detect the cause, and the process may then be halted or corrected.
Once the cause has been located and eliminated, the process may be
resumed and continued.

Example 3.1
Problem: Draw a Shewhart chart for the 20 given measurement results

obtained for the test samples. Mark the central line, and the warning
and action lines.

Data: series results:

DATA DATA

1 421 11 412
VN WA 12 422
3 430 13 423
4 432 14 436
5 411 15 410
6 404 16 4.04
7 A2 17 414
8 420 18 417
9 407 19 434
10 432 20 422
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SOLUTION:

Mean 4.20
SD 0.10

Before calculating limit values, it is necessary to check if there are any
outliers in the series. Equation 1.20 (Chapter 1) has been used, as the
number of results is >10. For o = 0.05 4, = 1.65.

Calculated interval is equal 4.036—4.365.

All results are within the interval so there are no outliers in the
series.

Calculated limits values:

UAL 4.50

UwL 4.40

LWL 4.00

M 3%

Graph

460 1
450 ——m—m UAL
440] - uwL
430 |
4.20 4 CL
410 ]
400 - LWL
30{ —m————— e —— - LAL
380 1 : - - "

Excel file: exampl_3_1.xls
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Example 3.2

51

Problem: On the chart in the previous example mark the following

data.

Data: series results:

DATA
1 4.44 !
2 4.35 0K
3 4.12 0K
4 4.32 0K
5 4.18 0K
6 4.08 0K
7 4.34 0K
8 4.41 0K
9 4.23 0K
10 4.01 0K
11 4.11 0K
12 4.33 0K
13 4.20 0K
14 4.15 0K
15 4.17 0K
16 432 0K
17 4.00 0K
18 412 0K
19 4.11 0K
20 4.11 0K
SOLUTION:
Mean e 421
D geries2 0.130

Before calculating limit values, it is necessary to check if there are any
outliers in the series. Equation 1.20 (Chapter 1) has been used, as the

number of results is >10. For o0 = 0.05

k= 1.65.

Calculated interval is equal 3.990-4.420.
The first result in the series is an outlier, so it has to be removed

from the series, and new values of mean and SD have to be calculated.

Mean,
SD,

4.19
0.121
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Graph:
4.60
450{ ——m————— e — - UAL
*
4.40 - - UwL
*
* ¢ ¢ *
4.30
*
4.20 CL
b4 *
*
410 ¢ ¢ S e .
*

4.00 2 - LWL
BI00 § oo e o e e s e o s s . e o s LAL
3.80

0 5 10 15 20

Excel file: exampl_3_1.xls

Example 3.3

Problem: Draw a new chart based on the data from the previous
example.

SOLUTION: Value 1 has been removed from the set of data. The
remaining values were used to calculate the mean and the standard
deviation.

'The variances were compared using the Snedecor’s F test, and then
(with variances not differing in a statistically significant way), and the
mean were compared using the Student’s 7 test.

SERIES 1 SERIES 2

No. of results — n 20 19
Standard deviation — SD 0.101 0.121
Mean 4.20 4.19
F 1.472
Feio.05,18. 19 2.182

F< Fy
t 0.222
L5, 37 2.026

t< tcril
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F-TEST TWO-SAMPLE FOR VARIANCES

VARIABLE 1 VARIABLE 2

Mean 419 4.20
Variance 0.0146 0.00993
Observations 19 20

df 18 19

F 1.472

P(F <f) one-tail 0.205

F Critical one-tail 2.182

T-TEST: TWO-SAMPLE ASSUMING EQUAL VARIANCES

VARIABLE 1 VARIABLE 2

Mean 4.20 419
Variance 0.00993 0.0146
Observations 20 19
Pooled variance 0.0122
Hypothesized mean difference 0

df 37

t Stat 0.222

P(T <1) two-tail 0.825

t Critical two-tail 2.026

For the new chart, the values have been calculated as the means of the
two previous charts.

Mean 4.20

SD 0.111
UAL 4.53
UWL 4.42
LWL 3.97

LAL 3.86
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Graph:

4.60

————————————————————————————— UAL
4.50
7 WL
4.30
420 CL
410
4.00

------------------------------------------------------------------------------- LWL
3.90

————————————————————————————— LAL
3.80

0 5 10 15 20

Excel file: exampl_3_1.xls

There are 10 out-of-control situations (no possible from the probability
point of view). First four are called the Western Electric Rules [12]:

1. One or more points plot outside the control limits (three-
sigma limits).
2. Two out of the three consecutive points outside the two-sigma
warning limits but still inside the control limits.
. Four of five consecutive points beyond the one-sigma limits.
. A run of eight consecutive points on one side of the center.
. Six points in a row steadily increasing or decreasing.

N U1 AW

. Fifteen points in a row in zone one-sigma limits (both above
and below the central line).

~J

. Fourteen points in a row an alternating up and down.
8. Eight points in a row in both sides of the central line with
none in zone one-sigma limits.
9. An unusual or non-random pattern in the data.
10. One or more points near a warning or control limit.

For each new chart, it is necessary to compare the mean obtained
for test samples with the expected value. When the difference between
these values is statistically significant, the results from this series
(chart) should be rejected. Otherwise, one should compare the stan-
dard deviations obtained for the investigated chart and those obtained
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for a previous chart using the Snedecor’s F test, albeit the comparison
should always involve two last charts

(n—1) and ()
where:

(n — 1) — parameters for the charts,

(n) — parameters calculated from the set of data.

If the standard deviations do not differ in a statistically significant
manner, the standard deviation is calculated for the next chart as:

SD> . + 8D’

SDn+1 = = 2 8

The mean values are compared using the Student’s 7 test.

(3.1)

* If the means do not differ in a statistically significant manner,
a new mean is calculated for the next chart as the arithmetic
mean for the compared chart, and a new chart is prepared for
the newly calculated values of x,, and SD.

8D and x,, is calculated based on charts (n — 1) and ()

* If the standard deviations differ in a statistically significant
manner, a new chart should be prepared for the values of the
preultimate chart.

8D and x,, is calculated based on chart (n — 1)

* If the mean values differed only in a statistically significant
manner, a new chart should be prepared for parameters iden-
tical to those in the compared chart.

8D and x,, is calculated based on chart (»)

3.4.4 Types of Control Charts

Depending on control sample used, parameter, what to be controlled,
and type of measurement, there are different types of control charts

that can be used [12, 17-19]:

* X-chart — it is an original Shewhart chart with single values,
used mainly for precision check. It can be used for trueness
control but then synthetic samples with known content or
RM/CRM samples may be analyzed, can be used for calibra-
tion checking (slope, intercept stability) too.

* Blank value chart — it is a special form of the X-chart, which
can be used for the control contamination of reagents, state
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(stability, selectivity) of the analytical system and contamina-
tion sources; the conclusions are made based on direct mea-
surements of signals, not calculated values.

* Recovery chart — applied for controlling an influence of the
sample matrix for recovery, it is calculated as:

%R _ ( xspik;d - xunspiked J[%] (32)
X

expected

the target value around 100%.

* Range chart (R-chart) — the calculated parameter is an absolute
difference between the highest and lowest value of multiple anal-
yses. It can be applied for different analyte contents — then rela-
tive value can be used. This control chart has only upper limits.

Example 3.4

Problem: For given series of data calculate R-chart parameters. Make
calculations for range and relative range as well.

Data: series results:

NO. DATE RESULT 1 RESULT 2
1 17.12.09 760 751
2 19.02.10 596 604
3 30.03.10 703 693
4 18.08.10 4706 4718
5 30.09.11 36 36.8
6 20.01.12 37.1 37.1
7 27.01.12 4205 4192
8 10.02.12 924 930
9 15.02.12 7826 7859

10 24.02.12 478 490

11 27.02.12 836 820

12 16.03.12 32 315

13 30.03.12 793 803

14 27.04.12 687 675

15 12.06.12 6717 6693

16 13.06.12 32.1 334

17 14.06.12 17.5 17.9

18 20.07.12 45 46.1

19 17.08.12 28.5 28.3

20 22.08.12 6887 6850
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SOLUTION:

Range calculated for all results as |result 1—result 2‘

NO R CONCLUSION
1 9.0 +
2 8.0 +
3 10.0 +
4 12.0 +
5 0.8 +
6 0.6 +
7 13.0 +
8 6.0 +
9 33.0 +
10 12.0 +
11 16.0 +
12 0.5 +
13 10.0 +
14 12.0 +
15 24.0 +
16 0.7 +
17 0.4 +
18 1.1 +
19 0.2 +
20 37.0 -
Calculated limits values:
D4 3.267
ucL 33.7
CL 10.3
where:
CL — average value of range.
UCL = D4-CL

57

Conclusion: Based on limits values calculated for range, the results

in row 20 are out of the UCL.
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Calculation of relative range as: range/average

NO Reer, % CONCLUSION
1 1.2 +
2 1.3 +
3 1.4 +
4 0.3 +
5 2.2 +
6 1.6 +
7 0.3 +
8 0.6 +
9 04 +

10 25 +

11 1.9 +

12 1.6 +

13 1.3 +

14 1.8 +

15 0.4 +

16 2.1 +

17 2.3 +

18 24 +

19 0.7 +

20 0.5 +

Calculated limits values:
D4 3.267
UCL 4.4%

CL 1.3%

Conclusion: Based on limits values calculated for relative range, no
value is out of UCL.

Due to different analyte contents, the correct way of calculations is
the one which used relative range.

Excel file: exampl_3_2.xls

* CUSUM chart (CUMulative SUM) — it is a highly sophis-
ticated control chart. The CUSUM is a sum of all differences
from one target value, whose value is subtracted from every
control analyses and the difference added to the sum of all
previous differences. The recognition of a systematic change
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in the mean value is very simple, and it is possible to deter-
mine the order of magnitude by which the mean value has
changed and the point in time at which the change occurred,;
the main advantages of that chart are as follows [11, 14]:
* anindication at what point the process went out of control,
* the average run length is shorter,
* the number of points that have to be plotted before a
change in the process mean is detected,
* the size of a change in the process mean can be estimated
from the average slope,
reference value (%) could be either an assigned value (CRM,
RM, spiked sample) or the value determined in the pre-
liminary period; the standard deviation is determined in the
training period, the V-mask is the base of two-sided statistical
test and is defined by the parameters:
* d, expressed in abscissa units, is the distance from the ver-
tex of the mask to the more recent entry on the chart,
* 0 is the angle between the arms of the mask and the hori-
zontal drawn through the mask vertex,
the V-mask is usually drawn on a transparent film; it is posi-
tioned on the CUSUM chart with the vertex at a distance &
from the latest entry; thus, for each new entry, the mask is
shifted one abscissa unit parallel to the time axis; an out-of-
control situation is indicated if the CUSUM line crosses one
of the arms of the V-mask. If the CUSUM line cuts the upper
arm, then the mean value has decreased and vice versa; the
first CUSUM value that lies outside of the mask indicates the
point in time at which the out-of-control situation appeared;
this information can be helpful when searching for the cause
of the error; the larger the values of 4 and 0, the more infre-
quently and out-of-control situation arises.

Example 3.5

Problem: Draw a Shewhart chart for the 20 given measurement results
obtained for the test samples. Mark the central line, and the warning
and action lines.

Calculate also data for CUSUM chart and make an appropriate
graph.
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Data: series results:

DATA
1 42
2 44
3 43
4 42
5 44
6 41
7 44
8 42
9 40
10 41
11 38
12 39
13 40
14 42
15 41
16 40
17 38
18 38
19 39
20 41
Target 42

SD 3

SOLUTION:

Before calculating limit values, it is necessary to check if there are any
outliers in the series. An equation 1.20 (Section 1) has been used, as
the number of results is >10. For o0 = 0.05 %, = 1.65.

Calculated interval is equal 37.7 — 44.2.

All results are within the interval, so there are no outliers in the
series.

Calculated limits values:

Mean 41.0

SD 2.0
UAL 46.8
UwL 449
LWL 37.0

LAL 351
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Graph:
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Calculations for CUSUM chart:
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Graph:

After putting on V-mask
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25

-25

This is a moment when CUSUM chart detects abnormal situation.

Excel file: exampl_3_3.xls

3.4.5 Control Samples

Appropriate control samples, used for control charts, have to fulfil
below depicted requirements [11, 14]:

* be representative for matrix and analyte concentration, con-
centration in the region of analytically important values
(limits!)

* be homogeneous

* be stable for at least several months under defined storage
conditions
* regular removal of sample aliquots for the control analyses

must not lead to changes in the control sample
* be enough available

The use of control samples must be decided taking into account a
compromise/balance situation between the cost and time, and the risk
to undetected analytical errors.
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In order to avoid the effects of an unknown cyclicity or to detect
them by applying different types of control samples, it is possible to
control different parameters:

* Control samples — standards — it can be used to verify the cali-
bration, but control sample must be completely independent
from calibration solutions. The influence of sample matrix
cannot be detected, and the control precision and trueness (no
matrix effect) are limited.

* Control samples — blank — it can detect errors due to changes
in reagents, in new batches of reagents carryover errors, and
in drift of apparatus parameters; blank samples analyzed at
the start and at the end allow the identification of some sys-
tematic trends.

* Control samples — real samples — it could be used for multiple
analyses for range and differences charts if it is necessary to
separate charts for different matrices. It can be used for rapid
precision control, but it is not a way to trueness check.

* Control samples — RM, CRM - these are ideal control sam-
ples, but they are too expensive or not available for all types
of analyses; in-house reference materials are a good alterna-
tive. One can be checked regularly against a CRM, and the
retained sample material from interlaboratory tests can be
used.

'The general information about suitability of different control sam-
ples is presented in Table 3.1.

Table 3.1 Suitability of Different Types of Control Samples

SAMPLE TYPE TRUENESS PRECISION
CRM Yes Yes

QCM (RM) Yes (CRM) Yes

PT sample Yes Yes

Real sample No Yes

Spiked real sample Yes (% recovery) Yes

Blank sample Yes (blank value) Yes (blank value)
Synthetic sample Yes (if representative) Yes (if representative)

Standard solution Yes (calibration) Yes (calibration)
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It is necessary to point that the more frequent a specific analysis is
done, the more sense a control chart makes. If the analyses are always
done with the same sample matrix, the sample preparation should be
included. If the sample matrix varies, the control chart can be limited
to the measurement only.

3.5 Conclusion

Internal quality control in chemical analytical laboratory is the con-
tinuous, critical assessment of its own analytical laboratory methods
and procedures. This control includes the analytical process, start-
ing with the sample entering the laboratory and finishing with an
analytical report. The most important tool in quality control is the
use of control charts. The basic recommendation is to analyze control
samples in parallel with the analysis of routine samples.

The results of control can be used in several ways — the analyst
will have a very important tool in its daily work. The client may
get the impression of laboratory quality, and laboratory results can
be used in the estimation of the uncertainty of measurement. IQC
is a part of the quality system and has to be formally reviewed
at regular intervals. That control could be treated as a continu-
ous process during operational lifetime of an analytical method,
while validation is a periodic one. Schematically, it is presented in
Figure 3.3.

Validation/revalidation

Operational lifetime of an analytical method

Internal quality control

Figure 3.3 Frequency of internal quality control and method validation during operational life-
time of an analytical method.
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4

TRACEABILITY

4.1 Definitions [1]

Measurand — quantity intended to be measured.

Measurement standard (etalon) — realization of the definition
of a given quantity, with stated quantity value and associated
measurement uncertainty, used as a reference.

International (measurement) standard — measurement stan-
dard recognized by signatories to an international agreement
and intended to serve worldwide.

National (measurement) standard — measurement standard
recognized by the national authority to serve in a state or
economy as the basis for assigning quantity values to other
measurement standards for the kind of quantity concerned.

Primary standard — measurement standard established using a
primary reference measurement procedure, or created as an
artifact, chosen by convention.

Secondary standard — measurement standard established
through calibration with respect to a primary measurement
standard for a quantity of the same type.

Reference standard — measurement standard designated for the
calibration of other measurement standards for quantities of a
given type in a given organization or at a given location.

Working standard — measurement standard that is used rou-
tinely to calibrate or verify measuring instruments or measur-
ing systems.

Traveling standard — measurement standard, sometimes of special
construction, intended for transport between different locations.

Traceability — property of a measurement result whereby the
result can be related to a reference through a documented
unbroken chain of calibrations, each contributing to the mea-
surement uncertainty.
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4.2 Introduction

Comparison of measurement results is sensible only when they are
expressed in the same units or on the same scale. The problem of
traceability appeared with the first measurements carried out by man.
However, the notion of traceability itself was formulated much later,
in association with the development of metrological infrastructure,
initially in reference to measurements of physical properties, but later
with relation to chemical measurements [2].

In the ISO 9000:2015: “Quality management systems —
Fundamentals and vocabulary” [3], traceability is defined as “the abil-
ity to verify the history, location, or application of an item by means
of recorded identification”.

In International Vocabulary of Basic General Terms in Metrology —
(VIM) [1], traceability is defined not only as a property of a mea-
surement result, but also as a property of a reference standard. In
a general meaning, it can be described as a continuous and logical
process which discourages weak or missing activity at any step of an
analytic process, which could burden or lower the effectiveness of the
entire process.

Every day throughout the world, millions of chemical analyses
are carried out, and each of them has its own requirements concern-
ing the quality of an obtained result [4]. The obtained measurement
results should be traceable to respective international standards
[5, 6]. For example, for mass determination, a balance should be
used which is calibrated regularly via weights with a calibration cer-
tificate that describes a reference to higher-order standard weights.
These, in turn, should be calibrated against the national standards
related to the international prototype kilogram. Such a series of
comparisons is an uninterrupted chain illustrating the very prop-
erty of traceability. Knowing uncertainty values at each step of this
chain of comparisons, one can qualify the uncertainty of the value
measured.

The schematic presentation of traceability meaning is shown in
Figure 4.1 [7], while the rationale and meaning behind it is presented
in Figure 4.2.
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1 kg mass standard Official copy National

(Sevres, France) of mass standard  mass standard (1 kg) Mass measurement

Figure 4.1 The idea of traceability — an example of mass determination [6].

'The traceability could be achieved by the comparison of result value
with [2]:

* SI unit,

* value represented by well-stated standard,

* value obtained by primary (absolute) method,

* value obtained by reference (excellence) laboratory,

* value obtained by group of laboratories in systematic PT
scheme.

It should be noted that the value of result is traceable not to the ref-
erence material (RM) or primary method, but to the value (property)
represented by or produced using its [8].

Figure 4.2 Rationale and meaning of traceability.



70 QUALITY ASSURANCE AND QUALITY CONTROL

4.3 'The Role of Traceability in Quality Assurance/
Quality Control System

The accuracy of an analytical result depends directly on the material
used for calibration. For chemical measurements, if the determined
substance is available as a certified reference material, then it can be
treated as the last cell of an uninterrupted chain of comparisons, that
is, traceability. Thus, the most important feature of reliable measure-
ment result is its traceability in relation to the recognized standard
with well-known metrological characteristics. Assurance of trace-
ability is realized by comparing given properties to a higher-order
standard. In compliance with the content of VIM [1]: “traceability
is a property of the result of a measurement or the value of a stan-
dard whereby it can be related to stated references, usually national or
international standards, through an unbroken chain of comparisons
all having stated uncertainties”. The quoted definition of traceability
underlines the elements which are especially significant in chemical
measurements. Traceability is primarily a feature of a result of mea-
surement obtained with the use of a given measurement procedure.
This result must be related to a reference standard, so that it may be
expressed in suitable units. Moreover, the connection should be real-
ized by means of an uninterrupted chain of comparisons, and at every
step uncertainty should be defined. A critical step of assuring trace-
ability in chemical measurements is the applied analytical procedure
because every physical or chemical operation can fracture this chain.

In compliance with the requirements of metrology, that is, the sci-
ence of measurement, traceability is one of the most important ele-
ments of the quality of a result. Because results of measurements of
physical and chemical properties are the basis of many decisions,
respective scientific and legal metrology centers have emerged on an
international scale.

In measuring physical properties, the result of a measurement
depends substantially on the quality of the measuring instruments
(rule, thermometer, scale) used, and in principle does not depend on
the type of examined object. In measuring chemical values, apart from
the scale calibration of a gauge, the result of measurement depends to
a significant degree on the type of the sample and how the analyti-
cal procedure is conducted. Chemical measurements usually require
sample preparation step, which means the necessity of obtaining a



TRACEABILITY 71

representative dose of the examined material, and, for example, disso-
lution or mineralization of a sample, enrichment and extraction (just
to mention the most important physicochemical processes).

Therefore, in chemical measurements, the notion of accuracy is dif-
ficult to define, and proving traceability is considerably more difficult.
In the case of chemical measurements, there is no organized metro-
logical system similar to physical measurements realized by a system
of standardizing laboratories. In chemical measurements, calibration
of instruments is not a significant source of problems. The greatest
problem is assuring the traceability of the entire analytical process. As
it has been noted earlier, the chain of connections with standards is
always broken when a sample is physically or chemically modified in
the analytical process. For this reason, an extremely important element
that assures the quality of chemical measurement results is the valida-
tion of the entire measurement procedure and the estimated influence
of sample components on the ultimate result of the measurement.

Traceability determination in chemical measurements is associated
with many difficulties resulting from the need for sample preparation
before the measurement process itself. The most important difficulties
are as follows:

* identifying the object of measurement (object of determination),
* interferences,

* homogeneity of a sample (heterogeneity of composition),

* persistence of the sample,

* sample preparation,

* correctness of measurement realization,

* determination of uncertainty.

Determination of the measurand is a crucial element in the selec-
tion of an analytical procedure. In most cases, the value of the measur-
and depends on the applied methodology and/or on the measurement
conditions. Thus, the results can only be compared in the same mea-
surement conditions.

Interferences, that is, the influence of sample components on the
analytical signal, depend on the type of determined substance (ana-
lyte) and the type of matrix of the sample. As noted earlier, when mea-
suring physical properties, the sample type does not have a significant
influence on the measurement result. In chemical measurements, a



72 QUALITY ASSURANCE AND QUALITY CONTROL

result of determination depends on the components accompanying
the analyte. For example, it is well known that a type of acid mix-
ture used for mineralization influences the atomic absorption signal.
'The type of acid affects the process of atomization, and therefore the
effectiveness of creating free atoms in the determined element. This
effect is extremely important with consideration to the entire chemi-
cal measurement and must be taken into account when validating a
given measurement procedure.

'The homogeneity of a sample (heterogeneity of composition) sig-
nificantly influences the determination of the representative portion
of the examined material. While planning analytical conduct, an ana-
lyst must allow for the heterogeneity of a sample’s composition; hence,
for solid samples, an analytical sample should be sufficiently large so
that grain size is not a source of heterogeneity.

The stability of a sample determines the measurement duration. In
some cases, the composition of a sample can change even over several
minutes, hence the necessity for exact knowledge concerning how the
sample behaves over time.

The preparation of a sample is the most important element causing
difficulty in maintaining traceability. Every physicochemical opera-
tion disrupts the chain of traceability, which implies a necessity for a
detailed plan of action.

Correct realization of a measurement depends primarily on the
efficiency of the measuring instrument used and the maintenance of
suitable measurement conditions. For example, a pH measurement
requires calibration of an instrument and measurements at a suitable
temperature.

Determination of the uncertainty of a result is an integral part
of traceability assurance. Uncertainties in reference standards com-
prise the uncertainty of a result obtained by a comparison with these
standards.

Traceability should be shown for each parameter of a given proce-
dure and should be carried out by calibration with suitable standards.

A procedure enabling the determination of correlations between
the value of a signal (indicated by an instrument) and the concentra-
tion of the examined substance in the sample is called calibration.

It is necessary to use reference standards for which traceability may
be shown and which have known uncertainty.
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An important part at this step is played by reference materials, which
can assure traceability to standards, that is to say, which obtain trace-
ability, and consequently international agreement on measurements [9].

In practice, traceability for chemical measurements can be deter-
mined in two ways [10]:

* by comparing an obtained value with reference measurements,

* by referring an obtained value to reference standards, which
in turn have a connection with the value obtained in reference
measurements.

Reference values should come from expert laboratories with good
international reputations.

For trace analysis, fulfilling the traceability requirement for a typical
analytical procedure demands the use of a matrix reference materials.
'The traceability of measurement results depends on, among other things,
the proper functioning of instruments, which can be assured by calibra-
tion using suitable calibrants. The calibration step is used for [11, 12]:

* assuring the correct performance of an instrument (instru-
ment calibration),

* determining a clear dependence between a determined signal
and a determined property (analytical calibration).

For reference materials reproducing the chemical properties, the
problem of traceability assurance involves the accessibility of stan-
dards with a required level of analyte concentration, determined with
a suitable accuracy (higher than the accuracy in the applied analytic
methodology).

Here, it must be remembered that very frequently, analytes in sam-
ples occur in trace or ultratrace amounts, and preparing suitable refer-
ence materials poses an immense challenge.

'This has an undoubtable influence on the cost of preparing refer-
ence materials.

Many reference materials may have properties that for various rea-
sons cannot be measured in units of mass or quantity, nor determined
by means of precisely defined physical and chemical measurement
methods. Examples of such reference materials are biological reference
materials attributed to a respective international unit by the World
Health Organization, and also technological reference materials [13].
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Assuring traceability, and hence assuring the reliability of measure-
ments, is an element of analytical chemistry which is currently given
considerable attention. That is why the notion of traceability and the
associated notion of uncertainty are also two key problems in present-day
metrology in analytical chemistry. For the purpose of obtaining a full
and correct picture, traceability should be considered in four ways [14]:

* the traceability of analytical results, that is, the assurance of
the obtained analytical results referred to specific reference
materials by an uninterrupted chain of comparisons of uncer-
tainties associated with suitable reference materials (certifica-
tion and history of their production),

* the traceability of the applied standards, that is, the properties
of standard values than can be related to reference materi-
als by an uninterrupted chain of comparisons of uncertain-
ties associated with suitable reference materials and supplied
documentary evidence giving the history of their production
(in which significant properties such as homogeneity, stability
and origin must be clearly presented),

* the traceability of an instrument, that is, a detailed and up-
to-date history of the instruments containing descriptions
of their installation, damage, number of hours used, sample
processing, and other parameters associated with the specific
instrument, with special attention paid to maintenance, cali-
bration and repairs,

* the traceability of analytical methodology (procedures), that
is, the possibility of obtaining traceable results after a correct
process of validating all analytical conduct.

In compliance with requirements stated in the EURACHEM/
CITAC Guide [15], in order to determine the traceability of a given
analytical procedure, it is necessary to:

* determine the measurand,

* select a suitable measurement procedure and record a respec-
tive model equation,

* prove (by validation) the correctness of the selected measur-
ing conditions and the model equation,

* determine a strategy for proving traceability by selecting suit-
able standards and determining procedure calibration,
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* determine the uncertainty of the applied measurement
procedure.

As noted earlier, one of the most important tools used for the pur-
pose of traceability assurance in chemical measurements is the use of
certified reference materials, which are extremely useful for:

* estimating the accuracy of new analytical procedures,
* comparing different methods,
* comparing and testing the competence of difterent laboratories.

Realization of traceability in chemical measurements by means of
reference materials can be carried out using pure standard substances
for calibration or suitable certified reference materials. It is very
important to purchase reference material from a reputable distributor,
which will assure the maintenance of traceability for a given value
together with a given uncertainty value. The most important criteria
for the selection of reference materials are primarily the agreement of
matrix and concentrations of the determined substance. Moreover,
it is necessary to allow for uncertainty provided by the manufacturer
and to estimate to what extent this will be important in the uncer-
tainty budget of the applied measurement procedure.

4.4 Conclusion

'The main sense of traceability is to enable comparability of measure-
ment results — either compare results of the measurements on the
same sample or compare results on different samples [12]. In theory,
all measurements can be tracked back to the base seven SI units [16].
Traceability is highly connected with uncertainty, comparability, util-
ity, reliability and validity.

Traceability and uncertainty are necessary parameters for obtain-
ing reliable results.
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5

UNCERTAINTY

5.1 Definitions [1-4]

Uncertainty of measurement — nonnegative parameter charac-
terizing the dispersion of the quantity values being attributed
to a measurand, based on the information used.

Definitional uncertainty — component of measurement uncer-
tainty resulting from the finite amount of detail in the defini-
tion of a measurand.

Standard uncertainty ,) ~ uncertainty of a result x; of a mea-
surement expressed as a standard deviation.

Combined standard uncertainty #, ) — standard measurement
uncertainty that is obtained using the individual standard
measurement uncertainties associated with the input quan-
tities in a measurement model; standard uncertainty of a
result y of a measurement when the result is obtained from
the values of many of other quantities equal to the positive
square root of a sum of terms, the terms being the variances
or covariances of these other quantities weighted according to
how the measurement result varies with these quantities.

Uncertainty budget — statement of a measurement uncertainty,
of the components of that measurement uncertainty, and of
their calculation and combination.

Expanded uncertainty U- product of a combined standard mea-
surement uncertainty and a factor larger than the number 1.
Coverage factor £ — number larger than 1 by which a combined
standard measurement uncertainty is multiplied to obtain an
expanded measurement uncertainty; a coverage factor is typi-
cally in the range of 2-3, and for an approximately 95% level

of confidence, & = 2.

Type A evaluation (of uncertainty) — evaluation of a compo-

nent of measurement uncertainty by a statistical analysis of
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measured quantity values obtained under defined measure-
ment conditions.

Type B evaluation (of uncertainty) — evaluation of a component

of measurement uncertainty determined by means other than
a type A evaluation of measurement uncertainty.

Relative uncertainty #,, ) — standard measurement uncertainty

divided by the absolute value of the measured quantity value.

5.2 Introduction

Decisions made in many fields of science and other domains of life are
based on the results of analytical studies. It is therefore obvious that

their quality is increasingly important.

Uncertainty of measurement is a component of uncertainty for all

individual steps of an analytical procedure [5-8]. Hence, it is necessary to
determine the sources and types of uncertainty for all these steps [9-11].

The main sources of uncertainty during sample analysis while using

an appropriate analytical procedure may be [12]:

inaccurate or imprecise definition of the measurand,

lack of representativeness at the step of collecting a sample
from an examined material object,

inappropriate methodology of determinations,

personal deviations in reading the analog signals,

not recognizing the influence of all the external factors on the
result of an analytical measurement,

uncertainty associated with the calibration of an applied mea-
surement instrument,

insufficient resolution of the applied measurement instrument,
uncertainties associated with the applied standards and/or
reference materials,

uncertainties of parameters determined in separate measure-
ments and which are used in calculating the final result; such
as physicochemical constants,

approximations and assumptions associated with using a
given instrument, applied during measurement,

fluctuations of the measurement instrument gauge, over the
course of repeated measurements, with seemingly identical
external conditions.
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Figure 5.1 Schematic presentation of the difference between error and measurement uncer-

tainty [12].

There is a difference between measurement error and uncertainty.

The error is a difference between the determined and expected values,

and uncertainty is a range into which the expected value may fall

within a certain probability. So the uncertainty cannot be used to cor-

rect a measurement result.
This difference is schematically presented in Figure 5.1 [12].

5.3 Methods of Estimating of Measurement Uncertainty

There are several approaches for uncertainty estimation [13, 14]:

bottom-up — based on an identification, quantification, and
combination of all individual sources of uncertainty of mea-
surement. The overall uncertainty is derived from the uncer-
tainties of individual components. This method has high
complexity and because of that it needs considerable time and
effort; this approach is adapted by EURACHEM |2, 3, 15],

Jfitness-for-purpose — based on a definition of single parameter
called the fitness function, which has the form of algebraic
expression, and describes the relation between uncertainty
and analyte content. Calculation of uncertainty for the result
of measurement is very easy and less time-consuming than a
bottom-up approach,

top-down — based on data obtained from interlaboratory stud-
ies (precision),

validation-based — based on inter- or intralaboratory valida-
tion studies (precision, trueness, robustness),

robustness-based — based on robustness tests from interlabora-
tory studies.
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5.3.1 Procedure for Estimating the Measurement Uncertainty According
to Guide to the Expression of Uncertainty in Measurement

Determining the uncertainty of a measurement increases its reliabil-
ity, and in turn allows comparison of results obtained in interlabora-
tory studies and helps users to decide the significance of any difference
between the obtained result and the reference value.

According to the Guide to the Expression of Uncertainty in
Measurement [2, 3], in order to determine the uncertainty of analysis
result, the following conditions must be satisfied:

1. The measurement procedure and the measurand must be
defined.

The measurand in a given measurement must be clearly
defined, along with the unit in which it is expressed. The
observed quantity and the searched parameter (result) must
also be clearly described.

2. Modeling (usually mathematical modeling) must be applied
to calculate the analysis result based on the measured
parameters.

An appropriate mathematical model ties the value of
a determination result (the one to be determined) with
the observed values (measurement values). The relation is
described as follows:

y=flo,%,000x,) .1)

where:

y — value of a result,

X, X,...x, — measurement values.

3. Values must be assigned to all the possible parameters that
could affect the final result of the analysis, and the standard
uncertainty for each of them must be determined.

Each measurand has a name, unit, value, standard uncer-
tainty and its number of degrees of freedom. As noted before,
there are two methods for calculating standard uncertainty.
Type A uncertainty is equal to a standard deviation of an
arithmetic mean. Type B uncertainty is strictly associated
with the probability distribution described by the distribution
of a variable.
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For example, when a variable has a rectangular distribu-
tion, such as in the case of a standard's purity, the variable may
assume (with equal probability) a value in the range (—a,+a),
and the calculated standard uncertainty is 2 (where ais the
midpoint of the range (—a,+a)). V3

When a variable has a triangular distribution, which means
that the value is in the range (—a,+a), but the occurrence of
the mean value from the range is the most probable, the cal-

culated standard uncertainty is %.
6

Example 5.1

Problem: Calculate standard uncertainty for the concentration of
magnesium in a standard solution, based on data given by producer.

Data: standard solution concentration C,, = 1001 + 2 mg/dm3

SOLUTION: Due to no additional information, we assume a uni-
form distribution,

_ 2
)T 3
)= 1.2mg/dm3

Excel file: exampl_5_1.xls

Example 5.2

Problem: Calculate the standard uncertainty for the concentration of
magnesium in a standard solution, based on data given by producer.
Uncertainty given by the manufacturer have been calculated for cover-
age factor £ = 2.

Data: standard solution concentration C,, = 1001 + 2 mg/dm3

SOLUTION: Because value for % is given, standard uncertainty is
calculated accordingly:

2
“eaT
=1m

U, g/dm’

Excel file: exampl_5_2.xls
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Example 5.3

Problem: Calculate the standard uncertainty for the determination
of volume 500 cm3 using volumetric flask, based on data given by the
manufacturer.

Assume triangular distribution.

Data: volume Vﬂ =500 + 0.8 cm?

SOLUTION:
0.8
U ==
(7s) \%
u . =0.32cm’
()

Excel file: exampl_5_3.xls

4. 'The applied principles of uncertainty propagation in calculat-
ing the standard uncertainty of an analytical result.

For a given mathematical model that binds the final results
of analysis with measured parameters (Equation 5.1), stan-
dard uncertainty is calculated by using the principle of uncer-
tainty propagation expressed in the following formula:

2
2 \ 8f 2
”f<y)‘§[5xi ) (5-2)

When the value of an analytical result is the sum or differ-
ence of the measurement values

Y=t x,+et (5.3)

then the value of the combined uncertainty is described by the
following equation:

_ > L .2
u[(y)—\/u(x1)+u(x2)+ +u,) (5.4)

Due to the very frequent occurrence of individual measure-
ment values being expressed in different units, it is more con-
venient to apply relative uncertainties. A relative uncertainty
is described by the following relation:

= ) (5.5)
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If the value of the analytical result is a quotient/product of
the measurement values,

_ Xy Xy e

J (5.6)

Xyt

then the value of the combined relative uncertainty is described
by the following equation:

_ 2 2 2
) = \/ur(xl) + i) +..+ ) (5.7)

5. Presentations of the final result of the analysis as: result +
expanded uncertainty (after using an appropriate £ factor).
Uncertainty calculated according to the aforementioned
equation is a combined standard uncertainty of the final deter-
mination. To calculate the value of the expanded uncertainty,
the combined standard uncertainty should be multiplied by
an appropriate coverage factor 4.
Therefore, the final result of an analysis comprises the
following:
* determination of the measured value and its unit,
* the result with the expanded uncertainty value (y + U,
along with units for y and U),
* % factor value, for which the expanded uncertainty has
been calculated.
Thus, a correctly presented result of an analysis should be as
follows:

Crnop U (B=2)=0.1038 +0.0017 [m0l/dm’ |

or

Cnuory TU (2= 2)=0.1038 mol/dm’® 1.6 [%]

Example 5.4

Problem: A standard Mg?+ solution was prepared, with a basic
diluted solution with a concentration of 1001 + 2 mg/dm3. With the
aim of obtaining a standard solution with a concentration of around
0.5 mg/dm?, the basic solution was diluted as follows:
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We took 1 cm? of basic sample solution by using a pipette with a
volume of 1 cm?® and transferred it to a volumetric flask with a volume
of 100 cm?®. After filling the flask to the line and mixing the solution,
5 cm3 of solution was taken from it with the help of a pipette with a
volume of 5 cm?® and was transferred to a volumetric flask with a vol-
ume of 100 cm? and after being filled to the line, a standard solution
was obtained with the predetermined concentration.

To establish a uniform distribution for each of the measured param-
eters, calculate the following:

* the value of the combined and expanded uncertainty (for £=2)
for the obtained standard solution concentration, and present
indication results,

* the participation percentage of each of the standard uncertainty
values in the determined values of the combined uncertainty.

Data:
UNIT
Standard solution concentration Cy 1001 mg/dm?
Pipette 1 volume Vor 1 cmd
Flask 1 volume Vi 100 cm?
Pipette 2 volume Voo 5 cmd
Flask 2 volume Vi 100 cm?
Uncertainty of single measurement u(Cy) 2 mg/dm?
u(V,;) 0.02 cm?
u(Vy) 0.2 cm?
u(V,,) 0.03 cm?
u(Vy,) 0.2 cmd
Distribution Rectangular (R) or Triangular (T) R
SOLUTION:
X; u, RELATIVE UNCERTAINTY CONTRIBUTION", %
Cy 0.0012 0.89
Vi 0.012 89.29
Vi 0.0012 0.89
Voo 0.0035 8.04
Ve 0.0012 0.89
k 2
2
‘calculated as: (u’(x")) [%]:
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UNIT
c 0.5005 mg/dm3
u/c) 0.012
Ulc)tk=2) 0.012 mg/dm3
U% 2.4
Result 0.501 +0.012 mg/dm?3

Excel file: exampl_5_4.xls

Example 5.5

Problem: A standard Mg?+ solution was prepared, with a basic
diluted solution with a concentration of 1001 + 2 mg/dm?. With the
aim of obtaining a standard solution with a concentration of around
0.5 mg/dm?, the basic solution was diluted as follows:

A basic standard solution of 10 cm? was taken using a pipette with
a volume of 10 cm? and was transferred to a volumetric flask with a
volume of 100 cm3. After filling the flask to the line and mixing the
solution, 5 cm?® of solution was taken from it with the help of a pipette
with a volume of 5 cm?® and was transferred to a volumetric flask with
a volume of 100 cm3. After filling the flask to the line and mixing the
solution, 10 cm? of solution was taken from it with the help of a pipette
with a volume of 10 cm? and was transferred to a volumetric flask with
a volume of 100 cm?3 and after being filled to the line a standard solu-
tion was obtained with the predetermined concentration.

To establish a uniform distribution for each of the measured param-
eters, calculate the following:

* the value of the combined and expanded uncertainty (for
% = 2) for the obtained standard solution concentration, and
present indication results,

* the participation percentage of each of the standard uncer-
tainty values in the determined values of the combined
uncertainty.
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Data:
UNIT
Standard solution concentration Cy 1001 mg/dm3
Pipette 1 volume Vo 10 cm?
Flask 1 volume Vi 100 cm?
Pipette 2 volume Voo 5 cm?
Flask 2 volume Ve, 100 cm?
Pipette 3 volume Voo 10 cm?
Flask 3 volume Ve, 100 cm?
Uncertainty of single measurement  u(C,,) 2 mg/dm?
u(Vy,) 0.04 cm?
u(Vy) 0.2 cmd
u(V,,) 0.03 cmd
u(Vy,) 0.2 cm?
u(V,,) 0.04 cm?
u(Vy,) 0.2 cm?
Distribution Rectangular (R) or triangular (T) R
SOLUTION:
X u, RELATIVE UNCERTAINTY CONTRIBUTION, %
Cy 0.0012 475
V. 0.0023 19.05
Vi 0.0012 476
V2 0.0035 42.86
Vi 0.0012 476
Vi3 0.0023 19.05
Vi 0.0012 476
k 2
UNIT
c 0.5005 mg/dm?
u,(c) 0.0053
Utc) 0.0053 mg/dm?
U% 11

Result  0.5005 + 0.0053 mg/dm3

Excel file: exampl_5_5.xls
Example 5.6

Problem: A standard sample was weighed for the preparation of a
standard solution. The mass measurement was carried out using an
analytical scale, for which its producer gave a measurement uncer-
tainty of 0.5 mg.
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The mass was calculated as the difference of two mass measure-
ments: gross (container with a sample — 332.55 mg) and net (con-
tainer — 187.72 mg). Calculate the standard uncertainty of the mass

measurement. Assume a rectangular distribution of the parameter.
Assuming the value of the coverage factor to be 2, calculate the
expanded uncertainty of the mass measurement. Give a correct pre-

sentation of the mass measurement result.

Data:
UNIT
Mass (tarra) Miarra 187.72  mg
Mass (brutto) Morutto 33255  mg
Uncertainty of single measurement U(Mygyra) 0.5 mg
u(mbrutto) 05 mg

Distribution Rectangular (R) or triangular (T) R
SOLUTION:

Myetto 144.83 mg

U(M 1) 0.41 mg

k 2

Ulm,ey,) 0.82 mg

Result 144.83 +0.82 mg

Excel file: exampl_5_6.xls

Example 5.7

Problem: The weighed standard sample (Example 5.6) was put into a
measurement flask (250 cm?) for which the manufacturer provided a
uncertainty value equal to 0.4 cm?3. Calculate the combined standard
uncertainty of the obtained standard solution concentration. Assume
a rectangular distribution of the parameters. Assuming the value of
the coverage factor to be 2, calculate the expanded uncertainty of the
concentration. Give a correct presentation of the result.

Data:

Mass (tarra)

Mass (brutto)

Flask volume

Uncertainty of single measurement

Distribution

Mo 187.72
Morutto 332.55
Vflask 250

u (m tarra) 0.5
UlMpput0) 0.5
u( Vflask) 0.4

Rectangular (R) or triangular (T)

UNIT
mg
mg
cm?d
mg
mg
cm?
R
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SOLUTION:

Concentration
u,{concentration)
k
Ulconcentration)
Result

0.5793 mg/cm3

0.0020

2

0.0023 mg/cm?
0.5793 +0.0023 mg/cm?

Excel file: exampl_5_7.xls

Example 5.8

Problem: The obtained standard solution (Example 5.7) was dissolved
by a 1:10 ratio, sampling 1 cm? of the original solution using a pipette
for which the manufacturer provided an uncertainty value of 0.2 cm?,
and dissolving in a measurement flask (10 cm3), for which the manu-
facturer provided an uncertainty value 0.05 cm3.

Calculate the combined standard uncertainty of the obtained stan-
dard solution concentration. Assume a rectangular distribution of
parameters. Assuming the value of the coverage factor to be 2, cal-
culate the expanded uncertainty of the concentration. Give a correct

presentation of the result.

Data:
UNIT
Mass (tarra) Mizrra 187.72 mg
Mass (brutto) Myrutto 332.55 mg
Flask volume Viaski 250 cmd
Flask volume Viasio 10 comd
Pipette Viyipette 1 cmd
Uncertainty of single measurement  u(m,,,,.) 0.5 mg
u (m brutto) 0 5 m g
UViasir) 0.4 cm?
UV osi2) 0.05 cm?
UV pipette) 02 cmd
Distribution Rectangular (R) or triangular (T) R
SOLUTION:

Concentration
u,(concentration)
k
Ulconcentration)
Result

0.0579 mg/cm?3
0.12

2

0.13 mg/cm?3

0.058 +0.013 mg/cm?

Excel file: exampl_5_8.xls
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5.4 Tools Used for Uncertainty Estimation

Correct estimation of uncertainty needs an understanding of the
whole analytical procedure by the analyst. The most helpful tools used
for that are as follows [5, 7]:

* flow diagram — which is drawn on the basis of an information
presented in detail in a standard operating procedure,

s Ishikawa, or cause-and-effect, or fishbone diagram —which shows
the influence parameters (sources of uncertainty) of a whole

analytical procedure [16, 17].

'The flow diagram and the Ishikawa diagram for the procedure of
preparation of a standard solution are presented in Figures 5.2 and
5.3, respectively.

5.5 Uncertainty and Confidence Interval

In some cases, the value of uncertainty can be estimated as a confi-
dence interval. The basic principle of the uncertainty propagation is
underlining the influence of the quantity with the highest value.
Therefore, if one of the parameters has a dominating influence over
the uncertainty budget, calculation of uncertainty may be limited to
the calculation based on the value of that parameter. If that dominat-
ing parameter is the repeatability of measurements, then the expanded
uncertainty may be calculated according to the following relation:

SD
U=kt— 5.8
Jn 8
where:
SD — standard deviation,

n — number of measurements.

Weighing of pure substance
] [

Dilution
] [

STANDARD SOLUTION

Figure 5.2  Flow diagram for the procedure of preparation of standard solution.
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| Mass of pure substance |

Balance calibration

Balance calibration

Gross mass " Tare mass
\ Concentration

» of analyte in standard

/ solution
Flask calibration /=
Temperature >

l Volume of solvent | I Purity of substance

Figure 5.3 Ishikawa diagram for the procedure of preparation of standard solution.

On the other hand, the value of confidence interval could be cal-
culated as:

Ax, =t(a, f)f/‘g (5.9)

For a level of significance of a = 0.05, the coverage factor £ = 2.

For a level of significance of @ = 0.05 and the number of degrees of
freedom f'—oo, the parameter #~ 2 — Table A.1.

Given this condition, the aforementioned equations are thus consistent.

Example 5.9

Problem: The concentration of mercury was determined in water
using the cold vapor atomic absorption spectrometry (CVAAS)
technique. The series involved four determinations. Considering the
unrepeatability as the main component of the uncertainty budget, cal-
culate the expanded uncertainty of the determination result for %z = 2.
Provide a correct presentation of the determination result.
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Data: result series, pg/dm?:

DATA
1 71.53
2 72.14
3 77.13
4 76.54
SOLUTION:
Mean 74.335 ug/dm?
SD 291 pg/dm?
k 2
U 2.9 ug/dm?
Result 743 +29 pg/dm?

Excel file: exampl_5_9.xls

5.6 Calibration Uncertainty

A decisive majority of analytical measurements involve a calibration
step, which is associated with the relative (comparative) character of
measurements. At the calibration step, a calibration curve technique
is usually used, which is determined using linear regression. This step
of the analytical procedure has an influence on the combined uncer-
tainty of the determination result for the real sample. Standard uncer-
tainty due to that step of the analytical procedure should be included
in the uncertainty budget.

There are four sources of uncertainty due to the calibration step
which can influence the standard uncertainty of a single measurement

u( [9, 18-20]:

Fsmpl )

* repeatability of reading the value of a signal y both for

standard samples (based on measurements for which the

calibration curve is determined) and for study samples —

)

* uncertainty due to the determination of the reference value

for standard samples L PRE

* the influence of the manner of preparing the standard sam-
ples, usually using a method of consecutive dilutions,

* incorrect approximation of measurement points using a

regression curve.
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7 A y = 0.564x - 0.029
r=0.9989

Signal

0 2 4 6 8 10 12 14
Content, ppm

Figure 5.4 An example of a calibration graph along with the marked uncertainty values associ-
ated both with the reading of the signal values and the reference values.

Figure 5.4 presents an example of a calibration graph along with
the marked uncertainty values associated both with the reading of the
signal values and the reference values.

Using a calibration curve, drawn based on equations (1.63-1.68 in
Chapter 1), it is possible to determine and identify the uncertainty of
the determined regression curve through the determination of con-
fidence intervals. Those intervals are determined using a correlation
that is described by the following equation:

(5.10)

where:

Ay, — confidence interval of the calculated value Y for a given
value «;,

Y — values calculated based on the regression curve equation for
given values «;,

8D, — residual standard deviation,

Lo on-z) — Student’s 7 test parameter,

n — the total number of standard samples used for the determi-
nation of the calibration curve (number of points),
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x; — value x for Ay; is calculated,

x,,— mean value x (x is most frequently the analyte concentration
and is the mean of all the concentrations of a standard solu-
tion for which the measurement was made in order to make a
standard curve),

0.. — parameter calculated according to a relation described by
the equation:

0.= i(xl —x, )2 (5.11)

Standard uncertainty for «x,,,, due to the uncertainty of calibra-

:mpl
tion and linear regression method u may be calculated using

Xsmpl>Y

the determined regression parameters according to the following
relationship:

2
SD x:m _'xm
DO % LU TR ) I
Cws) 6 N p m Q..
where:
Y ) ™ standard uncertainty for the determination of the x,,,,

concentration due to the application of the determined cali-
bration correlation,

b — the slope of the calibration curve,

p — the number of measurements (repetitions) carried out for a
given sample.

Figure 5.5 presents a calibration curve along with the marked con-
fidence intervals and the determined uncertainty value for the deter-
mination of an analyte’s concentration in an examined sample.

The value of uncertainty for the determination of analyte concen-
tration in the applied standard samples is usually significantly smaller
compared to the uncertainty associated with the calculation of analyte
concentration based on the determined calibration function:

“

<) (5.13)

Xsmpl>Xstd; )

Therefore, its value may be estimated by only considering the num-
ber of standard samples used at the calibration stage. Because usually
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y = 0.564x - 0.029 -
6| r=0.9976 o

Signal

0 T T T T T T
0 2 4 6 8 10 12 14

Content, ppm

Figure 5.5 A calibration curve along with the marked confidence intervals and the determined
uncertainty value for the determination of an analyte’s concentration in an examined sample.

only one basic standard is used and then appropriate standard solu-
tions are made (consecutive dilutions), standard uncertainty due to
the application of standard solutions at the calibration step may be
described by the following equation:

u( o) (5.14)

Xsmpl»Xstd; ) n

Such an uncertainty value does not allow for the uncertainty asso-
ciated with the manner of standard sample preparation. If each stan-
dard sample is prepared by consecutive dilutions, then the uncertainty
budget must allow for the standard uncertainties associated with the
step of standard sample preparation. Usually, the standard uncertainty
of a result, associated with an applied calibration technique, requires

only the value #, ).

Example 5.10

Problem: A calibration curve was determined using determinations
of analyte concentration in samples of six standard solutions, making
three independent measurements for each of the solutions.
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Calculate:

* regression parameters of the calibration curve,

* confidence intervals,

* uncertainty value of the determination value for the real
sample due to calibration, for which three independent mea-
surements were made and the result was calculated using the

determined curve,

Data: results, ppm:

DATA
X, PPM Y, SIGNAL
1 2 1.12
2 2 1.2
3 2 1.08
4 4 2.11
5 4 2.32
6 4 2.23
7 6 333
8 6 3.54
9 6 341
10 8 4.12
11 8 4.32
12 8 4.44
13 10 5.67
14 10 5.76
15 10 5.51
16 12 6.97
17 12 6.78
18 12 6.66
Result for sample 1.59 ppm
Number of measurements for sample 3
SOLUTION:
n 18
Slope — b 0.564
Intercept — a —-0.029
Residual standard deviation — SD), 0.143
Regression coefficient — r 0.9976
Qu 210
Uncertainty for result due to calibration 0.16 ppm
Relative uncertainty for result due to calibration 2.1%
Ha=10.05; f=n—2)—from Table A.1 2.12

95



96 QUALITY ASSURANCE AND QUALITY CONTROL

Graph:

8

T y = 0.564x - 0.029 e
R? =0.9951

signal

0 2 4 6 8 10 12 14
content, ppm

Excel file: exampl_5_10.xls

5.7 Conclusion

Each analytical result derives from a conducted measurement. The
ultimate goal for an analyst is to obtain a result that will most reliably
reflect the expected (actual, real) value. The certainty of the analyti-
cal result depends on the uncertainties occurring at all the steps of an
analytical procedure, the basic tool for any analyst.

The most crucial parameter affecting a measurement result’s
uncertainty is the parameter with the highest uncertainty value.
Therefore, it is necessary to determine the sources and types of
uncertainty for individual steps of an analytical procedure, and
more exactly for each measurand. Combined uncertainty covers all
sources of uncertainty that are relevant for all analyte concentration
levels. It is a “key indicator” of both fitness-for-purpose and reli-
ability of results.

Uncertainty is a basic property of each measurement. Uncertainty
occurs always and at any step of a measurement procedure. Hence, it
is not a property that should result in additional difficulties during the
measurement procedure.
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ReEFERENCE MATERIALS

6.1 Definitions [1, 2]

Reference Material (RM) — material, sufficiently homogeneous
and stable with reference to specified properties, which has
been established to be fit for its intended use in the measure-
ment or examination of nominal properties.

Certified Reference Material (CRM) - reference material,
accompanied by documentation issued by an authoritative body
and providing one or more specified property values with asso-
ciated uncertainties and traceabilities, using valid procedures.

Homogeneity — condition of having a uniform structure or com-
position with respect to one or more specified properties. RM
is said to homogeneous with respect to a specified property
if the property value, as determined by tests on samples of
specified size, is found to lie within the specified uncertainty
limits, the samples being taken either from different supply
units (bottles, packages, etc.) — between-bottle homogeneity,
or from a single supply unit — within-bottle homogeneity.

Stability — ability of a reference material, when stored under
specified conditions, to maintain a stated property value
within specified limits for a specified period of time.

6.2 Introduction

Reference materials play a significant role in all the elements of the
quality assurance system that evaluates the reliability of measurement
results. The range of their application varies and includes [3-7]:

* validation of analytical procedures, where reference materials
are used to determine precision and accuracy,

* interlaboratory comparisons, where they are applied as subject
matter for studies,

99
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* estimating the uncertainty of a measurement,
* documenting traceability.

With regard to the function that is played in a measurement pro-
cess, RMs may be divided into pure substances, those that have a high
and strictly defined level of purity, and standard solutions.

The general classification of RMs is presented in Figure 6.1 [8],
and a detailed classification of RMs is presented in Table 6.1 [9].

REFERENCE MATERIALS

CERTIFIED NONCERTIFIED

- quality control materials, QCMs
- laboratory referehce materials, LRMs
- secondary reference materials, SecRMs

Primary
__reference__ 1
materials, :
PRM i

MATRIX-FREE

- pure substances
- standard solutions

Figure 6.1 Classification of reference materials [8].

Table 6.1 Classification of Reference Materials Suitable for Chemical Investigations [9]

PARAMETER ADDITIONAL REMARKS
Property Chemical RMs, being either pure chemical compounds or
composition representative sample matrices, either natural or with

added analytes (e.g. animal fats spiked with pesticides
for residue analysis), characterized for one or more
chemical or physicochemical property values
Biological and Materials characterized for one or more biochemical or
clinical properties  clinical property values
Physical properties Materials characterized for one or more physical property
values, for example, melting point, viscosity, density
Engineering Materials characterized for one or more engineering
properties property values (e.g. hardness, tensile strength or
surface characteristics)
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Table 6.1 (Continued) Classification of Reference Materials Suitable for Chemical

Investigations [9]

PARAMETER
Miscellaneous

Chemical nature Single major
Constituent

Matrix types

Traceability 0 Primary class
I class
Il class

Il class
IV class
Vclass
Uncertainty of ~ With uncertainty
determination  value
of analyte Without
concentration  yncertainty value

Field of application

ADDITIONAL REMARKS

These principal categories are subdivided into
subcategories as indicated in the following draft list.
Other subcategories can be added at any time to
address the needs of applicants seeking recognition of
competence in producing types of reference materials
not currently listed

High purity Pure specific entity (isotope, element or
compound) stochiometrically and
isotopically certified in amount-of-
substance ratios with total impurities

<10 pmol/mol
Primary As above, but with limits of <100 pmol/mol
chemicals
Defined purity ~ As above, but with limits of <50 pmol/mol
Major Major constituents (in matrix)
constituents  >100 mmol/kg or >100 mmol/dm?
Minor Minor constituents (in matrix)
constituents <100 mmol/kg or <100 mmol/dm?
Trace Trace constituents <100 pwmol/kg or
constituents <100 umol/dm?
Ultra trace Ultra trace constituents <100 nmol/kg

constituents  or <100 nmol/dm?
Pure specified entity certified to Sl at the smallest
achievable uncertainty

Certified by measurement against class 0 RM or SI with
defined uncertainty (no measurable dependence on matrix)

Verified by measurement against class | or 0 RM with
defined uncertainty

Described linkage to class 0, I, Il
Described linkage other than to SI
No described linkage

Primary reference materials (PRMs)
Certified reference materials (CRMs)
Laboratory reference materials (LRMs)
Quality control materials (QCMs)
Validation of analytical method
Establishing measurement traceability
Calibrating an instrument
Assessment of a measurement uncertainty
Assessment of a measurement method
Recovery studies

Quality control
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Preparation of the RM involves the following:

* material selection,

* obtaining an appropriate amount of the material,

* selection and purchase of appropriate containers, labels, etc.,

* initial material preparation (grinding, sifting, appropriate
fraction grain size),

* initial examination of the material’s homogeneity,

* determination of main components,

* putting the materials into containers,

* final examination of the material’s homogeneity,

* disinfection of the material (ensuring its biological stability),

* determining the humidity,

* organization of an interlaboratory comparison, in order to
carry out a certification process,

* statistical analysis of the obtained results (rejection of devi-
ating results, calculating means, standard deviations and the
confidence intervals),

* determination of values attested to on the basis of hitherto
formulated criteria, and printing the attestation certificate.

A general procedure for preparing RMs is shown schematically in
Figure 6.2 [8].

RM can perform its function only when each of its users receives
a material with exactly the same parameters. It may be achieved in
two ways: by sending the same material sample or sending material
samples with the same parameters (homogeneous, stable during stor-
age, stable since the moment of production until their use) [9].

The selection of the RM depends on the needs at a given time,
the type of analytical measurements in which it is going to be used,
and its availability. No certified reference materials (laboratory refer-
ence material and material for quality control) and certified reference
materials (primary reference material and certified reference material)
differ in accuracy, precision and the uncertainty in the determination
of given parameters.

'That is why CRM s have a higher position in the “metrological hier-
archy”. The requirements at the production stage, according to ISO
recommendations, are more rigorous, which is reflected in their price
and thus their availability. Uncertified RMs, including the LRMs
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Choosing material

¢

Obtaining appropriate amount
of desired material

s

Preliminary preparation of material
(e.g. drying, breaking down, sieving)

"

Preliminary determination
of material’s stability

s

Choosing and purchasing
of proper containers, labels, etc.

s

Preliminary evaluation of homogeneity

¢

Content determination of main components

¢

Distribution of material into containers

¢

Final homogeneity determination
(inside one container and among containers)

s

Sterilization of material
(securing biological stability)

s

Water content determination

¢

Organizing interlaboratory comparison
conducting certification procedure

!

Statistical analysis of obtained results

¢

Determining certified values

¢

Printing of certificate

¢

CERTIFIED REFERENCE MATERIAL

)

Continuation of studies on long-term stability

103

Figure 6.2 A general procedure for certified reference materials preparation — example for solid

CRMs [8].
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(cheaper and more available), are used mainly for the calibration of
measuring instruments and checking analytical procedures [9, 10].

6.3 Parameters That Characterize RMs
6.3.1 General Information

'The certification of RMs is something more than just performing a
series of accurate and precise measurements traceable to SI standards
or to any other metrological system. A certification process involves
the preparation of a great number of homogeneous, stable and appro-
priately packaged samples, which are representative parts of a given
production batch.

It is very important to pay special attention not only to the prepara-
tion of stable and homogeneous primary materials but also to sam-
pling [11]. One should take into account microbiological degradation,
which can be minimized by decreasing the content of water in the
material to the level of 1%-3% of relative humidity. It is also recom-
mended to pack the RM samples into appropriate containers in the
argon atmosphere (bottles with fillers, penicillin vials or ampoules).

RMs should be prepared in such a way that they are homogeneous,
stable and have constant characteristics over a sufficiently long period.

'The parameters that characterize CRMs [12-18] are as follows:

* representativeness,
* homogeneity,

* stability,

* certified value.

6.3.2 Represenmtiwness

Representativeness is a property that describes a similarity between
individual samples with regard to:

* matrix composition,

* analyte concentration,

* manner of the connection between the analytes and the
matrix,

* type and concentration of interfering substances,

* physical state of the material.
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For practical reasons, the achievement of the required similarity is
not always possible. A material should be homogeneous and stable,
but in the process of homogenization and stabilization, a change may
occur in the connection between the analyte and the matrix. In such
cases, the user should be informed about the actual state of the mate-
rial, the manner of processing and how to achieve a representative
sample of the material for further analysis.

6.3.3 Homogeneity

Homogeneity study is a comparison of the obtained results for the
random samples of the RM. It is carried out at the stage of distribut-
ing the RM into the appropriate containers.

There are two types of homogeneity [13]:

* within-bottle homogeneity,
* between-bottle homogeneity.

'The influence of the within-bottle heterogeneity of the material
on the result of the certified value may be eliminated by sampling a
greater amount of the material. That is why it is necessary to define
the minimum amount (mass) of the RM samples for the study.

A user has no influence upon the detween-bottle heterogeneity of
the material. This value should be determined by the producer of the
RM and taken into account in the uncertainty budget of the certified
value.

Both sources of heterogeneity of RMs are presented in Figure 6.3.

6.3.4 Stability

A stability study, next to the homogeneity study, plays a decisive role
in the production of RMs. The stability of the RM is determined by
using the analysis of the certified parameters in the samples of mate-
rials stored in a so-called reference temperature (with an assumption
that in that temperature, the composition of the RM does not change)
in relation to samples stored in temperatures recommended for a given
RM.

During the storage and transportation, the RM is exposed to
the influence of various external factors (temperature, light, oxygen,
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Figure 6.3 Sources of reference materials heterogeneity: A — within-bottle; B — between-bottle.

humidity, microbiological activity) that may affect its composition
[16]. However, the value of a given parameter of the material should
be stable over the whole validity period.

There are two types of RM stability: [14-16]

* long-term stability (e.g. shelf-life),
* short-term stability (e.g. stability during transportation).
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Stability studies require the application of fast measurement
methods, low-mass samples and the high repeatability of the mea-
surements. The studies are carried out for various temperatures and
storage durations.

Studying the stability of RMs may be considered in two aspects:

* classical (long term),
* isochronous.

In case of the classical stability study, stability is determined by
comparing the results obtained for samples stored in the recom-
mended conditions and for the reference samples, usually stored in a
lower temperature, for example, —40°C.

Such studies are carried out a short time before the hitherto deter-
mined expiry date and may result in extending the validity period.

An isochronous stability study is based on deducing the stability of
the RM on the basis of analyses of samples stored over a short period
(several weeks) and at various temperatures (usually higher than the
recommended storage temperature) [16].

6.3.5 Certified Value

RM certification is carried out according to the strictly determined
rules, as described in an appropriate ISO Guides [19-22]. In con-
trast to pure substances and calibration solutions, matrix RMs cannot
be certified using direct gravimetric measurement. In this case, an
additional stage is required: a complete change or the removal of the
matrix. Thus, the following solutions are applied [23]:

* measurements at a single laboratory, using the absolute
methods, that is, methods that give the results directly in
units of measurement or methods that allow the result to be
expressed in those units through the application of mathe-
matical equations from the appropriate physical and chemi-
cal theories,

* measurements at a single laboratory using two or more meth-
ods, by two or more analysts,

* interlaboratory studies using one or several various methods,
including the absolute methods.
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It must be remembered that certification studies should be carried
out by the laboratories with supreme and proven competence.

Certification is based on material sample analyses, using one or
more methods at one or several laboratories, in which each of the
measurement series is carried out with the highest accuracy and trace-
ability, and must be documented by a complete uncertainty budget.

The aim of material certification is to ascribe certain values of indi-
vidual properties to a group or individual units. The reliability of the
obtained results of analytical measurements is a self-evident condi-
tion, essential for certification [24].

'The final uncertainty value of the CRM, according to the guidelines
presented by Guide to the Expression of Uncertainty in Measurement
[25, 26], should include all the uncertainty sources described in the
following equation [27]:

_ [ 2 2, 2
uCRJW - \/u:ert + ubott + uls + ux& (6'1)

where:
u

cert

— uncertainty of determining the certified value,

u,,,,— uncertainty associated with the within-bottle homogeneity,
u;, — uncertainty associated with the long-term stability,

u,, — uncertainty associated with the short-term stability.

6.4 Production of CRMs — Requirements (ISO 17034)

Reference Material Producer (RMP) must meet a number of require-
ments set out in ISO 17034 [22] in order to prove their technical
competence and the reliability of the materials they produce.

'The main areas covered by ISO 17034 that must be met by RMPs
relate to:

a. technical competence relating to the qualification of person-
nel, equipment, analytical methods and their validation:

* personnel involved in CRM production must have the
appropriate qualifications and experience and should reg-
ularly participate in training to keep up to date with new
methods and technologies,

* the RMP must regularly assess the competence of the
staff, ensuring their ability to perform the assigned tasks,
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b. quality management, which includes management systems,
documentation, supervision of activities and handling devia-
tions and complaints

* the RMP must have a well-documented quality manage-
ment system, including policies, procedures and work
instructions,

* the RMP must supervise documentation to prove its reg-
ular review, updating and appropriate archiving,

+ the RMP must manage risk, that is, identify those ele-
ments of the production process that may affect the qual-
ity of CRM,

* the RMP must regularly conduct internal audits to assess
the effectiveness of the quality management system and
compliance with ISO 17034,

* management should regularly review the quality manage-
ment system to ensure its continuous improvement,

c. resources for the production of reference materials, includ-
ing rules on the processes for the production, identification,
storage and distribution of reference materials:

* the RMP must have the appropriate equipment and
infrastructure to ensure that CRMs are manufactured
in accordance with quality requirements, the equipment
used must be regularly calibrated and maintained, and the
calibration results should be properly documented,

* the CRM production process itself must be carefully
planned and controlled,

* it is very important to ensure that the reference materials
are stable, homogeneous and consistent with the declared
properties,

d. monitoring and validation, that is ensuring that each CRM
is accurately monitored from the production stage to the final
product:

* the RMP must ensure that each stage of production is
monitored, controlled and documented to enable CRM
traceability,

* all methods used in CRM production must be validated
to confirm that they are fit for purpose,
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* the RMP must accurately characterize the CRM, speci-
tying the reference values and their uncertainties,

* CRMs must be tested for their homogeneity and stability
to confirm that the materials are uniform and stable for a
certain period of time,

* the CRM certification process must be carried out accord-
ing to recognized methods, and the results must be docu-
mented in the form of a certificate,

* RMP must have procedures in place to handle complaints
regarding CRM, ensuring a quick response to reported
problems,

* if inconsistencies are detected in the production process or
in the CRM itself, RMP must take appropriate corrective
and preventive actions.

The above requirements are designed to ensure that RMPs pro-
vide reference materials of the highest quality, which are necessary
for precise measurements and research in various fields of science and
industry.

6.5 Practical Application of CRMs

These are the main issues associated with the application of the CRMs
[24-31]:

* determination of validation parameters — first of all their pre-
cision and accuracy,

* examining the skills of an analyst or a laboratory,

* routine control of precision and accuracy of the performed
determinations,

* laboratory accreditation,

* the quality control of performance of a given laboratory,

* estimating measurement uncertainty,

* monitoring and ensuring traceability,

* calibration of measuring instruments.

It is not possible to prepare appropriate CRMs for all the analyti-
cal tasks, due to the high heterogeneity of matrix compositions and
the wide spectrum of analytes present in the examined samples. A
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good knowledge of analytical procedures and the available materials

is, therefore, a key to the right choice.
The selection of the RM should allow for the following criteria:

availability (the issue of the matrix composition),
concentration range of the reference value,

uncertainty value of the reference value,

traceability of the reference value,

required uncertainty value of the measurement,

influence of the CRM uncertainty on the combined uncer-
tainty of the measurement,

quality of the CRM producer (competence, reputation),
composition of the sample matrix,

price.

Detailed information concerning the CRMs, and help in finding

an appropriate CRM, can be found in the following databases avail-
able at the Internet websites (accessed on 28.08.2024):

http://www.comar.bam.de
https://nucleus.iaea.org/rpst/ReferenceProducts/About/index.

htm

https://crm.jrc.ec.europa.eu/

https://www.nist.gov/srm

https://www.jctlmdb.org/#/app/home

Using CRMs requires compliance with the rules of good labora-

tory practice at laboratories that determine the trace components in

the examined samples:

it is necessary to comply with the recommendations of the RM
producer, for example, concerning the minimum mass of the
RM sampled, the validity period and the manner of storage,
it is necessary to determine the concentration of water (in case
of solid materials) for the RM samples taken simultaneously
with the RM sample for the study,

* the taken and nonused RM cannot be replaced into container.

RMs are an essential tool for the determination of accuracy and/

or precision. Because one of the main problems associated with

this process is the interpretation and numerical presentation of the


http://www.comar.bam.de
https://nucleus.iaea.org/rpst/ReferenceProducts/About/index.htm
https://nucleus.iaea.org/rpst/ReferenceProducts/About/index.htm
https://crm.jrc.ec.europa.eu/
https://www.nist.gov/srm
https://www.jctlmdb.org/#/app/home
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determined parameter, this book presents the basic formulas and cor-
relations that help in selecting the manner of documenting the values
of the determined parameters.

It seems practical to provide a graphical comparison of the refer-
ence (certified) value with the value obtained during the measurement
(determined one). Possible situations, depending on the information
on the two compared values, together with the associated conclusions

are presented in Table 6.2.

Table 6.2 A Suitable Way of Graphically Comparing the Reference (Certified) Value with the
Determined Value

CONDITIONS GRAPHICAL PRESENTATION CONCLUSIONS

Reference value without Determined value agreed with the
providing the uncertainty reference value
(not a certified value) and
determined value with a
provided uncertainty

Conclusion impossible

value value

Reference value with Determined value agreed with
the uncertainty and T the reference value
determined value without
a provided uncertainty

value

— Conclusion impossible

certified value determined

Reference value with the
uncertainty and
determined value with a
provided uncertainty

Determined value agreed with
the certified value

certified value determined
value

Determined value not agreed with
the certified value

" certified value determined
value
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Example 6.1

Problem: Five independent determinations of total mercury were car-
ried out for the samples of the certified reference material NRCC-
DORM-2 - dogfish muscle.
The certified value given by the producer is 4.64 + 0.28 ug/g.
Using a graphical method, test the agreement of the obtained value
with the certified value.

Data: result series, pLg/g:

1 476
2 4.57
3 4.94
4 5.04
5 482
SOLUTION:
Mean, ng/g 483
SD, ug/g 0.18
Ulth=2), ng/g 0.16
Graph
6 —
B P e fosmm oo
______________ ) ISR E
4 AL
3 o
2 2[5
1 L
0 1 |
CRM determined

Conclusion: An obtained value agreed with certified one.

Excel file: exampl_6_1.xls
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Example 6.2

Problem: Six independent determinations of total mercury were
carried out for the samples of the reference material GBW 07601 —
powdered human hair.

'The assigned value given by the producer is 0.36 ug/g.

Using a graphical method, test the agreement of the obtained value
with the assigned value.

Data: result series, pLg/g:

1 0.38
2 0.34
3 0.35
4 0.39
5 0.37
6 0.40
SOLUTION:
Mean, ng/g 0.372
SD, uglg 0.023
Ulk=2), ug/g 0.019
0.45
0.4 + :
035 T~ T mEmEEET T T T T T
0.3 +
0.25 +
0.2 +
0.15 +
0.1 +
0.05 +
0 : |
RM determined

Conclusion: An assigned value is in the range of obtained value +
uncertainty.

Excel file: exampl_6_2.xls
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An alternative solution is to determine the conformity of the ref-
erence value with the determined value using appropriate tests. The
following options are feasible:

1. A comparison of the standard deviation values in the series of
measurements for CRM, with the value of expanded uncer-
tainty for CRM, and the comparison of the determined values
with the certified value.

'The following condition must be fulfilled:
SDdet

\/; <U

(6.2)

where:
8D, — standard deviation for the measurement series for
CRM,
n — the number of measurements for CRM,
Ucgy — the expanded uncertainty for CRM.

and
%crar — Uernr <%0 < %crar +Ucru (6.3)

where:
x4, — determined value,
xcry — certified value.

Example 6.3

Problem: Five independent determinations of total mercury were car-
ried out for the samples of the certified reference material NRCC-
DORM-2 - dogfish muscle.
The certified value given by the manufacturer is 4.64 + 0.28 ug/g.
Using the aforementioned method, test the agreement of the
obtained value with the certified value.

Data: result series, pg/g:

4.76
4.57
4.94
5.04
4.82

a b WN =
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SOLUTION:

Ko, U8/8 4.83
SDyep, 1818 0.18
n 5
SD s
et uglg 0.080
Jn
Ucrm, 1g/g 0.28
Xormy LE/8 4.64
Xcam = Ucem 18/8 4.36
Xeam + Ucrm 18/8 4.92

SD

\/—dd <Uru
n

%crar — Uermr < %40 < %crar + Ui

Conclusion: An obtained value agreed with certified one.

Excel file: exampl_6_3.xls

Example 6.4

Problem: Four independent determinations of lead were carried out
for the samples of the certified reference material NIST-SRM 1633b
— coal fly ash.

The certified value given by the producer is 68.2 + 1.4 ug/g.

Using the aforementioned method, test the agreement of the
obtained value with the certified value.

Data: result series, pg/g:

70.2
71.4
69.8
70.6

HWN =
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SOLUTION:

Xger ME/8 70.5
SD jer 1818 0.68
n 4
S0, 0.34
2t glg
o
Ugran 1878 1.4
Xerm 18/E 68.2
Xerm = Ucrm Mg/ 66.8
Xerm + Ucrm L8/ 69.6

SD

\/_dg - < UCRM
n

%crar = Ucrmr < %0 < %erar +Ucru

Conclusion: An obtained value no agreed with certified one.

Excel file: exampl_6_4.xls

2. Application of Student’s 7 test.
The value of the parameter # is calculated according to the
formula:

_ ‘xdet - xCRM‘
t= o n (6.4)

The calculated value should be compared with the critical
value from the distribution values for an appropriate signifi-
cance level (o) and the number of degrees of freedom /=7 — 1.

The formula (6.4) does not allow for the uncertainty of the
certified value; that is why it is recommended to use its modi-
fied version:

s M\/; 6.5)
u(zxd ) (ZXLRM)

where:
Uy~ combined uncertainty of the determined value,

X det
Y )~ combined uncertainty of the certified value.

XCRM
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3. The comparison of the certified value with the determined
value, including the uncertainties for both the values.

The following correlations are examined:

‘xdet - xCRM‘ < Zm (6.6
‘xdet - xCRM‘ 2 Zm ©.7)

Satisfying the first relation implies conformity of the deter-
mined value with the certified value, and satisfying the second
relation denotes the lack of conformity between these values.

Example 6.5

Problem: Five independent determinations of total mercury were car-
ried out for the samples of the certified reference material NRCC-
DORM-2 - dogfish muscle.
The certified value given by the manufacturer is 4.64 + 0.28 ug/g.
Using the aforementioned method, test the agreement of the
obtained value with the certified value.

Data: result series, pLg/g:

1 476

2 4.57

3 4.94

4 5.04

5 4.82

SOLUTION:

Xoet 4.83
SD,er 0.18
n 5
U 0.080
U(me) 014
‘Xde[_XCﬁM‘ 0.19

2 2
2\ U(Xnaz) +U(ch) 0.52
2 2
‘xa’d - xCRJW‘ <2 \Y O + Ueernr)
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' 2 2
xdet - xCRJW‘ 2 2 u(xdg[) + u(x(,RM)

Conclusion: An obtained value agreed with certified one.

Excel file: exampl_6_5.xls

Example 6.6

119

Problem: Four independent determinations of lead were carried out
for the samples of the certified reference material NIST-SRM 1633b

— coal fly ash.

The certified value given by the producer is 68.2 + 1.4 pug/g.

Using the aforementioned method, test the agreement of the
obtained value with the certified value.

Data: result series, pLg/g:

1 70.2

2 714

3 69.8

4 70.6

SOLUTION:

Xdet 70.5
Doy 0.68
n 4
U(Xnet) 034
Ui 0.70
|Xdet _XCRM‘ 23
2+ 1.6

2 2
‘xdet - xCR]W‘ <2 V Uses) + Uieern)

2 2
‘xdet - xCR]W‘ 22 V Uses) + Ueernr)

Conclusion: An obtained value no agreed with certified one.

Excel file: exampl_6_6.xls
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4. The application of Z-Score
The value of the Z-Score is calculated using the following
formula:

Z — xdet - xCRM (68)

s
where:

s — the value of a deviation unit, which can be calculated as
the combined uncertainty of the certified value and the
determined value.

The reasoning is carried out using the following relations:

* if | Z| <2, then the determined value agreed with the refer-
ence value,
* if |Z|> 2, then the determined value does not agree with
the reference value.
Trueness value, due to application of CRMs, can be presented
as recovery and should be calculated according the following
equations:

%R = [0] 6.9)

XcrRm

(”(2%) +”<2xcw>)

(xda + Xorm )
2

'The reasoning should be based on the following:
if the range %R * U includes value 100%, calculated value of
trueness is acceptable.

U==%-

[%] (6.10)

'The value of trueness is usually given as:
Trueness = WR = U (6.11)

and most frequently is expressed in %.

Example 6.7

Problem: Five independent determinations of total mercury were car-
ried out for the samples of the certified reference material NRCC-
DORM-2 - dogfish muscle.
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The certified value given by the manufacturer is 4.64 + 0.28 ng/g.
Using the obtained result, calculate trueness as a recovery value for
k=2.

Data: result series, pg/g:

1 476

2 457

3 4,94

4 5.04

5 4.82

SOLUTION:

Xdet 4.83
Xcrm 4.64
SD et 0.18
n 5
Yingo) 0.080
Ui 0.14
k 2
%R 104.0%
U 6.8%

%R = .100%

Xcrm

2 2
(”m,) + ”(ch)

( Xger T Xoput )
2

Conclusion: A value of 100% is in the range of calculated trueness
value.

U=k

Excel file: exampl_6_7.xls

Due to a limited number of certified reference materials, a widely
known standard addition method is applied as an alternative manner
of determining trueness.
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The recovery is calculated based on increasing the signal (recalcu-

lated for concentration, content) after standard addition.

It is very important to fulfill requirements for that method, so
increasing of the signal should be more than 50% of the value for
sample and less than 150% of that value. The volume of the standard
added should be negligible compare to the sample volume (no influ-

ence on matrix composition).

Example 6.8

Problem: Standard addition method has been used for the determina-
tion of trueness. Two series were conducted — for the real sample and

for the sample with standard addition.

Using the obtained result, calculate trueness as a recovery value for

% =2. Assume the value a = 0.05.

Data: results series, mg/dm?:

DATA
SAMPLE WITH STANDARD
SAMPLE ADDITION

1 33.54 57.03

2 33.11 58.11

3 32.87 59.03

4 33.75 57.88

5 34.39 58.23

6 33.33 60.34

7 32.05 57.99

U

Standard concentration 5000 mg/dm? 5
Xsf
Standard volume 0.50 cm? 0.02
VSI
Sample volume 100.0 cm? 0.2

Vsmpl
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SOLUTION:
Checking for outliers, using Dixon-Q test

SAMPLE SAMPLE WITH STANDARD ADDITION
No. of results — n 7 7
Range — R 2.34 3.31
Q 0.350 0.257
q, 0.274 0.396
Qi 0.507 0.507

The calculation was performed using Equation 1.25 — Chapter 1,
Subsection 1.8.3.

Because Q; and O, < Q.,,, for both series, there are no outliers in
the results series. The calculated values of x,,, SD, CVand u,,,:

SAMPLE SAMPLE WITH STANDARD ADDITION
X, 33.29 58.37 mg/dm?
SD 0.73 1.0 mg/dm3
cv 2.2 1.8 %
Uygen 0.83 0.68 %

where #,,,, has been calculated as:

ar

Uy o) = \/;

The theoretical concentration after standard addition has been calcu-
lated according to formula:

% _ xm(:mp/) X V:mpl + x:t X V:t
teor —
ly;mp/ + V;t
Theoretical concentration after standard addition 58.00 mg/dm3

thear

'The calculations of concentration increasing have been done as:

Axtbeor = xt})eor - x:m]ﬁ/

Axdet = x:mpl+:t - x:mpl
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CONCENTRATION INCREASING

Theoretical Determined
AXthear AXdet
24.71 25.08 mg/dm3

Before calculating recovery, it is necessary to check if the amount of
standard added fulfilled a requirement for application of the standard
addition method.

For that, both relations have to be fulfilled:

05%xx,, <Ax,, <15x«x,
For the data:
16.65<24.71<49.93
Recovery is calculated as:
i< B

theor

And its expanded uncertainty for the value for 2 = 2 is calculated
according to the following formula:

Uk=2)=
2 2
Ux” UVr, UV;m/./
P, |2 2 ko ko k
2 /OR u r(det)smpl tu r(det)smpl+st + xs[ + Kt + V:mpl
%R 101.5%
Utk = 2),,, 16%

A value of 100% is in the range of calculated trueness value, and
there is no need to correct the results on bias.

Conclusion: The investigated method is accurate.

Excel file: exampl_6_8.xls
Example 6.9
Problem: Standard addition method has been used for the determina-

tion of trueness. Two series were conducted — for the real sample and
for the sample with standard addition.
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Using the obtained result, calculate trueness as a recovery value for

% =2. Assume the value a = 0.05.

Data: results series, mg/dm?:

DATA
SAMPLE WITH STANDARD
SAMPLE ADDITION

1 53.23 110.1

2 54.87 111.6

3 55.98 108.1

4 51.34 121.5

5 50.21 118.1

6 56.11 109.9

7 53.88 1153

U k
Standard concentration 5000 mg/dm3 5 2
Xsl
Standard volume 1.30 cm? 0.02 2
Vst
Sample volume 100.0 cm? 0.2 2
Vsmpl
SOLUTION:
Checking for outliers, using Dixon-Q test
SAMPLE WITH STANDARD
SAMPLE ADDITION

No. of results — n 7 7
Range — R 2.34 3.31
Q 0.192 0.134
Q, 0.022 0.254
Q. 0.507 0.507

The calculation was performed using Equation 1.25 — Chapter 1,

Subsection 1.8.3.

Because Q; and Q, < Q,,,, for both series, there are no outliers in
the results series. The calculated values of x,,, SD, CVand u,,,-
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SAMPLE SAMPLE WITH STANDARD ADDITION
X, 53.66 113.51 mg/dm?
SD 2.2 49 mg/dm?
cv 42 43 %
Uygen 1.6 16 %

where u,,, has been calculated as:

cv
ur(det) = ﬁ

The theoretical concentration after standard addition has been cal-
culated according the following formula:

x _ xm(smp/) X V:mpl + x:t X V:t
teor —
mep/ + th
Theoretical concentration after standard addition 117.14  mg/dm?

Xthear

The calculations of concentration increasing have been done as:

Axt/year = Xbeor — x.cmp/

Axdet = x:mp1+:t - x:mp/

CONCENTRATION INCREASING

Theoretical Determined
AXthear AXdet
63.48 59.85 mg/dm3

Before calculating recovery, it is necessary to check if the amount of
standard added fulfilled a requirement for application of the standard
addition method.

For that, both relations have to be fulfilled:

0.5%xx, <Ax,, <15xx,
For the data:
26.83<63.48 <80.49
Recovery is calculated as:
Ax,,
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And its expanded uncertainty for value for £ = 2 is calculated
according to the following formula:

U(k=2)=
2 2 2
an UV” Vinpt
2-%R- |u’ +u’ T RS T R B e S
7 (det ) smpl r(det ) smpl+s
e et Xy 17:; I/:mp/
%R 94.3%
Utk = 2),,4 45%

A value of 100% is out of the range of calculated trueness value, and
it is necessary to correct the results on bias.

Conclusion: The investigated method is not accurate.

Excel file: exampl_6_9.xls

6.6 Conclusion

'The production and certification of RM are very costly, which is why
the application of CRMs is usually limited to the verification of ana-
lytical procedures and only in some exceptional case to calibration (in
comparative methods). Due to financial limitations, it is not recom-
mended to use certified reference materials for a routine intralabora-
tory statistical control, nor in the interlaboratory comparisons. It is
recommended, however, in competence tests.

CRMs play a crucial role in the system of estimation, monitor-
ing and ensuring the quality of analytical measurement results. Their
application, as noted above, is necessary in any laboratory. However,
it must be said that using CRM at a laboratory does not automatically
ensure the obtainment of reliable results. RMs must be applied in a
rational way and do not nullify the remaining elements of the quality
system.

RMs should be stored in conditions that guarantee the stability of
their composition over the whole period of use.
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INTERLABORATORY
COMPARISONS

7.1 Definitions [1]

Interlaboratory comparisons — organization, performance and
evaluation of tests on the same or similar test items by two or
more laboratories in accordance with predetermined conditions.

Proficiency testing — determination of laboratory testing per-
formance by means of interlaboratory comparisons.

Certification study — a study which assigns a reference value to a
given parameter (e.g. analyte concentration) in a tested mate-
rial or a given sample, usually with a determined uncertainty.

Method-performance study — interlaboratory research in which
all participants act according to the same protocol and using
the same test procedures to determine the characteristic fea-
tures in a batch of identical test samples.

7.2 Introduction

Demand for results as a source of reliable analytical information poses
new challenges for analytical laboratories: they need to be especially
careful in documenting the results and the applied research methods.
Ensuring a suitable quality of analytical results is essential because of
the negative implications of presenting unreliable measurement results.
'The way to realize this goal is to implement a suitable quality assurance
system at a laboratory through constant monitoring of the reliability of
the analytical results and calibration. One of the most crucial means of
that monitoring is participation in various interlaboratory studies [2].
Participation in these programs gives a chance for a laboratory to
compare its results with those obtained by other laboratories and to
prove its competence, which can be especially significant for laborato-
ries with accreditation or those applying for accreditation. Moreover,

130
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participation in analytical interlaboratory comparative studies gives
a laboratory a chance to search and detect unexpected errors using
comparisons with external standards and its own previous results, and
in the case of error detection, undertake rectifying action [3].

A generalized scheme for conducting interlaboratory studies is
shown in Figure 7.1 [4].

PROJECT
Defining an aim

—). =

Choosing an organizer

e S

Choosing a sample

- =

Selecting participants

— =
Choosing analysis/study type

N
IMPLEMENTATION

Sample preparation

— =

Sending samples to participants

— =

Analysis of samples

e N ——

Sending the analysis results

EVALUATION

Analysis of results

—_

Sending evaluation results
to participants
REPORT

Figure 7.1 A generalized outline for conducting interlaboratory studies [4].
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7.3 Classification of Interlaboratory Studies
Interlaboratory studies are organized in order to:

* assess the reliability of measurement results,

* gain experience,

* increase the quality of conducted analytical determinations,

* create possibilities for proving the competence of a given
laboratory,

* better understand the applied procedures,

* determine validation parameters.

Laboratories that wish to confirm their competence should partici-
pate in at least one program of interlaboratory research. Accredited
laboratories are obliged to provide certificates of participation in such
a program, both on a national and international scale.

Interlaboratory comparisons may also be classified according to the
aim and range of studies. This may include the following:

* method performance study,
* competence study,
* certification study,
* proficiency testing.

Method performance study is an interlaboratory comparison in
which all participants act according to the same protocol and use the
same test procedures to determine the characteristic features (specified
in the protocol) in a batch of identical test samples. The obtained results
are applied in estimating the characteristic parameters of the procedure:

* intra — and interlaboratory precision,

* systematic error,

* recovery value,

* internal parameters of quality assurance,
* sensitivity,

* limit of detection,

* applicability limit.

In this type of research, it is necessary to conform to the following
requirements:

* the composition of the applied material or sample is usually
similar to that of the materials or samples subjected to routine
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studies, with regard to the composition of the matrix, analyte
concentration and the presence of interferents (the partici-
pants of the research are usually informed about the composi-
tion of the matrix for the examined samples),

* the number of participants, test samples and determinations as
well as other details of the study are presented in the research
protocol prepared by the organizer of the study,

* by using the same materials or test samples, it is possible to
compare a few procedures; all participating laboratories apply
the same set of guidelines for each procedure, and the statisti-
cal analysis of the obtained sets of results is conducted sepa-
rately for each of the procedures.

Competence study is a research in which one or more analyses are
carried out by a group of laboratories using one or more homogenous
and stable test samples and using a selected or routinely used pro-
cedure by each of the laboratories participating in the interlabora-
tory comparison. The obtained sample results are compared with the
results obtained by other laboratories or with a known or determined
(guaranteed) reference value. This research may be conducted among
laboratories that are accredited or applying for accreditation in order to
control the quality of determinations and the proficiency of research-
ers. In this case, the applied analytical procedure may be a top-down
decision or the organizer may limit the choice to a prepared list.

Certification study is a study which assigns a reference value to a
given parameter (e.g. analyte concentration, physical property) in a
tested material or a given sample, usually with a determined uncer-
tainty. This research is usually carried out by laboratories with a con-
firmed competence (reference laboratories) to test the material, which
is a candidate for the reference material, using a procedure that ensures
the estimation of the concentration (or any other parameter) with the
smallest error and the lowest uncertainty value.

Proficiency testing is the most frequent type of the interlaboratory
research, which is why it is important to pay it a little more attention.
These studies are conducted to test the achievements and competence
of both the individual analysts using a given analytical procedure or
measurement, and a specific analytical procedure.

Proficiency testing may be conducted on the basis of the same
material analysis, sample of the material being provided to all the
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participants at the same time for a simultaneous study or a round
robin-test. In the latter case, some problems with the stability and
homogeneity of samples may occur, due to the spread of the studies
over a longer time.

Proficiency testing may be conducted as open (public) studies or
as a closed study (not public). In the case of closed research, the par-
ticipants do not know that these are proficiency studies and that the
obtained samples are to be analyzed in a routine fashion [5].

Proficiency research is a tremendous challenge for laboratories that
need to apply for accreditation based on the presentation of confirma-
tion of their own competence. It is a significant element in achieving
and maintaining a suitable quality of results. In proficiency testing,
the competence of the participating laboratories is verified based on
the determination of results of specified components in distributed
samples (materials). Each laboratory is assigned an identification
number, under which the participant remains anonymous to the rest
of the group.

'The choice of test material should be influenced by the maximum
degree of similarity of the composition of the samples, usually sub-
jected to analysis with regard to the matrix composition and the level
of analyte concentration. Such a material must be tested before it is
distributed to the participants, with regard to the mean level of ana-
lyte concentration and the homogeneity degree. The obtained results
are compared with the previously determined guaranteed (assigned)
value.

There are six various ways enabling the determination of the
assigned value:

* measurement by a reference laboratory,

* certified value for CRM used as a test material,

* direct comparison of the PT test material with CRM,

* consensus value from expert laboratories,

* formulation value assignment on the basis of proportions used
in a solution or other mixture of ingredients with known ana-
lyte contents,

* consensus value from participating laboratories.

Sometimes, pilot studies are implemented to select the participants
with suitable qualification to participate in the actual proficiency
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studies, the so-called key comparisons. After the initial research, all
the participants gather to discuss the obtained results. In the case
of results distinctly deviating from the assumed range of acceptable
results, the participants try to find the causes of the discrepancies. It
gives laboratories a chance to improve their competence, correct the
hitherto existing mistakes, and improve their performance in the next
proficiency test.

With regard to conditions, there are two main types of proficiency
studies:

* those examining the competence of the group of laboratories
using the results from specifically defined types of analyses,

* those examining the competence of laboratories during the
performance of various types of analyses.

Taking into consideration the sample preparation used by the partici-
pating laboratories, each of the aforementioned types may be divided
into three further categories:

* samples circulate successively from one laboratory to another.
In this case, a sample may be taken back to the coordinating
laboratory before a test by a subsequent participant, to check
if the sample has not changed in an undesirable fashion,

* subsamples randomly selected from a large batch of homoge-
neous material or test samples are simultaneously distributed
to participating laboratories (the most popular type of profi-
ciency testing),

* product or material samples are divided into several parts, and
each participant receives one part of each sample (this type is
called the split sample study).

There are certain limitations associated with performance and
participation in proficiency testing. First of all, proficiency testing is
unusually time-consuming. It generally takes a long time before the
participants get to know the obtained results. Moreover, the inter-
laboratory comparisons are retrospective studies, which is why pro-
ficiency testing may not affect any decision on quality management.
In reality, proficiency testing accounts for only a small percentage of
analyses conducted by the laboratories and therefore does not reflect
the full picture of routinely performed studies.
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7.4 Characteristics and Organization of Interlaboratory
Comparisons

As one can see from this current discussion, it is necessary to check
the work of individual laboratories because it gives them a chance to
estimate the reliability of the analytical results of a given research
team. Moreover, a thorough analysis of an analytical process, with
the cooperation of a control center, produces a precise localization of
sources and causes of errors and hence an improvement in the quality
of analytical results. The achievement of these aims requires a pains-
taking and reliable organization of this research.

Reference materials are a necessary tool to conduct interlaboratory
comparisons. Their production and certification is usually very expen-
sive; therefore, the use of certified reference materials (CRM) should
be limited to the verification of analytical procedures, and, in the case
of comparative methods, it should be limited to the calibration of
the control and measuring instruments. Due to economic reasons in
interlaboratory comparisons, one may effectively use laboratory refer-
ence materials (LRM).

All the reference materials should fulfill basic requirements with
regard to similarity, homogeneity and stability over a sufficiently
long time. Detailed information on the characteristics, produc-
tion and implementation of the reference materials is presented in
Chapter 6.

7.5 'The Presentation of Interlaboratory Comparison Results.
Statistical Analysis in Interlaboratory Comparisons

The first stage of interlaboratory research result processing is the
graphical presentation of the results [6-9]. To this end, a graph may
be constructed where the results are marked from the lowest to the
highest, assigning each result a code corresponding to the code num-
ber of the laboratory. Diagrams of this type are usually presented in
final reports by the organizers of interlaboratory comparisons and
proficiency tests. The diagrams make it possible for participants to
see how their results relate to the results provided by the other par-
ticipants. They are also a precious source of information for a poten-
tial customer or the accreditation office. On the X-axis, laboratory
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codes are marked, and/or the applied procedures, and (optionally) the
number of performed independent determinations. On the Y-axis, the
general mean (or assigned value) is marked along with the determined
uncertainty value, the individual results obtained by the laboratories
and the uncertain values.

Example 7.1
Problem: For a given series of measurement results obtained by vari-
ous laboratories and a given reference value and its uncertainty, make a

diagram showing the distribution of individual determination results.

Data: results:

DATA u
lab 1 123 11
lab 2 111.0 9.8
lab 3 128 14
lab 4 138 16
lab 5 121 10
lab 6 123 11
lab 7 188 14
lab 8 114 18
lab 9 188 23
lab 10 122 15
lab 11 121 11
lab 12 142 13
lab 13 125 12
lab 14 132 17
lab 15 129 19
lab 16 121 21
lab 17 198 28
lab 18 131 14
lab 19 158 18
lab 20 193 13
lab 21 122 14
lab 22 111 17

SOLUTION:
Xof 140

Upgs 11
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Excel file: exampl_7_1.xls

The manner of conducting a statistical analysis of results obtained
in interlaboratory comparisons, and the selection of suitable tests
and solutions depend on the type of research. Respective documents
define the precise manner of conduct for a specified type of research.
The ultimate aim of all types of studies is to determine, based on
experimentally obtained numerical data, the accuracy (and/or preci-
sion) of the measurement procedures. On this basis, one may draw
conclusions on the applied procedure and the characteristics of the
analyst, compare various procedures and conduct certification of the
material or validation of a specified procedure.

The accuracy of a given measurement procedure may be deter-
mined by comparing the assumed reference/assigned value with the
mean value of results obtained using the said procedure. Depending
on the type of measurements and the requirements for the results, one
may use the arithmetical mean or median (parameters presented and
defined in Chapter 1).

Precision is associated with the conformity of the series of results.
In recording, the variability of the results obtained using a given pro-
cedure, there are two useful methods of describing precision: repeat-
ability and reproducibility of results obtained using the specified
analytical procedures.

At the initial processing of data provided by the participants of
interlaboratory comparisons, the distribution type is examined. The
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normality of the distribution may be examined using, for example, a
Kolmogorov-Smirnov test (Section 1.8.18).

The next step in statistical analysis is to eliminate any deviating
results. One checks if the occurrence of doubtful or deviating values
may be explained by technical errors. A large number of doubtful
and/or deviating values (outliers) may suggest a significant discrep-
ancy of the variance values or significant differences in the compe-
tence between individual laboratories participating in the project,
or lastly may question the suitability of the selected measurement
procedure.

Eliminating the outliers is especially crucial in a situation where
the material used in the interlaboratory research is a material for
which the reference value is determined based on the results of the
very research, for example, when it is a certification study, or when the
subject of the comparisons is not the reference material.

To this end, one may use the statistical tests of Cochran and Grubbs
[10], or the Hampel test, also called a Huber test [10]. The choice of a
suitable test is conditioned by many factors, first of all the number of
results. There are many reports in which authors critically examined,
analyzed and compared various tests used for outlier rejection.

Example 7.2

Problem: Find outliers in a given series of measurement results
obtained by various laboratories, using the Hampel test.

Data: results:

DATA DATA
lab 1 123 lab 12 142
lab 2 111 lab 13 125
lab 3 128 lab 14 132
lab 4 138 lab 15 129
lab 5 121 lab 16 121
lab 6 123 lab 17 198
lab 7 188 lab 18 131
lab 8 114 lab 19 158
lab 9 188 lab 20 193
lab 10 122 lab 21 122

lab 11 121 lab 22 111
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SOLUTION:

Il DATA OUTLIER OR NOT
lab 1 3.5 123 0K
lab 2 15.5 111 0K
lab 3 15 128 0K
lab 4 11.5 138 0K
lab 5 5.5 121 0K
lab 6 35 123 0K
lab 7 61.5 188 Outlier!!!
lab 8 12.5 114 0K
lab 9 61.5 188 Outlier!!!
lab 10 4.5 122 0K
lab 11 5.5 121 0K
lab 12 15.5 142 0K
lab 13 15 125 0K
lab 14 5.5 132 0K
lab 15 2.5 129 0K
lab 16 5.5 121 0K
lab 17 715 198 Outlier!!!
lab 18 45 131 0K
lab 19 315 158 Outlier!!!
lab 20 66.5 193 Outlier!!!
lab 21 4.5 122 0K
lab 22 15.5 111 0K
SD 8,5 after outlliers rejected
X, 1244

Excel file: exampl_7_2.xls

Example 7.3

Problem: Find outliers in the given sets of measurement results
obtained in interlaboratory comparisons. Use the Cochran test to
examine the intralaboratory variability.

Data: results:

lab 1 12.1 12.6 134
lab 2 11.8 12.0 114
lab 3 12.8 14.1 13,5
lab 4 11.8 12.1 131
lab 5 11.4 10.9 11.0
lab 6 12.6 11.5 131
lab 7 13.6 141 12.6

lab 8 14.1 12.8 13.7
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SOLUTION:
MEAN SD v

lab 1 12.70 0.66 0.430
labh 2 11.73 0.31 0.093
lab 3 13.47 0.65 0.423
lab 4 12.33 0.68 0.463
lab 5 11.10 0.26 0.070
lab 6 12.40 0.82 0.670
labh 7 13.43 0.76 0.583
lab 8 13.53 0.67 0.443

n 3

p 8

c 0.211

Co.os 0.516

Coo1 0.615

Conclusion: Result obtained by laboratory “lab 6” is correct.

Excel file: exampl_7_3.xls

Example 7.4
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Problem: Find outliers in the given sets of results obtained in inter-
laboratory comparisons from Example 7.3. Apply the Grubbs’ test for
one outlier to examine the interlaboratory variability.

Data: results:

lab 1
lab 2
lab 3
lab 4
lab 5
lab 6
lab 7
lab 8

12.1
11.8
12.8
11.8
11.4
12.6
13.6
14.1

12.6
12.0
14.1
12.1
10.9
11.5
14.1
12.8

13.4
114
13,5
131
11.0
13.1
12.6
13.7
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SOLUTION:

MEAN
lab 1 12.70
lab 2 11.73
lab 3 13.47
lab 4 12.33
lab 5 11.10
lab 6 12.40
lab 7 13.43
lab 8 13.53
n 3
p 8
X 12.588
SD 0.881
G, 1.688
Min/Max Min
Goo 2.274
Gogs 2.126

Conclusion: Result obtained by laboratory “lab 5” is correct.

Excel file: exampl_7_4.xls

To simultaneously determine the standard deviation as the mea-
sures of repeatability and reproducibility, one may perform a one-
factor (one-dimensional) variance analysis (ANOVA). This analysis
serves to verify the hypothesis that the means in the groups are identi-
cal against the alternative hypothesis (at least two means are different).

The obtained numerical data are divided into 7 groups, according
to their origin (m — the number of laboratories). When significant dif-
ferences are found between the values of random errors (statistically
significant differences in the variance values), the data are joined into
groups for which the variance values are not statistically significantly
different, and then the variance analysis is conducted for each group.

An essential condition for conducting a correct interpretation of
results for this analysis is the normal distribution of the population
from which the samples were taken, with the identical value of the
variance V. The essence of the variance analysis is the division of the
total variability, that is, the total sum of the squared deviations from
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all the measurement from the mean, by the sum of squares describing
the variability within groups and the sum of squares describing the
variability among groups. Then, one should determine the total intra-
and intergroup degrees of freedom and calculate the standard devia-
tion within individual groups and among the groups, the standard
deviation being the measure of the respective variances.

The reliability of conclusions depends, to a great extent, on the num-
ber of laboratories participating in the research. Below four degrees
of freedom, the value of the parameter #(a, f) increases considerably
and the precision of the evaluation decreases. It shows that the inter-
laboratory studies should involve at least five laboratories. The lower
influence on the size of the certainty range is exerted by the number
of parallel analyses conducted at a given laboratory. The number of
parallel determinations that is greater than five occurs only in special
cases, or when for some reason one expects deviation of the obtained
measurement results from the normal distribution.

Situations in which a single factor completely explains a given phe-
nomenon are rare. A total error, characterizing the results obtained
by using an analytical procedure, consists of a few errors which are
summed up according to the law of error propagation.

The most often used parameters used to evaluate the obtained
results in interlaboratory comparisons is the Z-Score parameter. The
manner of calculating this parameter has been described in detail
in Chapter 1 (Section 1.8.15). The numerical value of the Z-Score
parameter depends on the number and the type of data available to
an analyst:

* when only the mean values obtained from the participating
laboratories are known, the assigned (reference) values and
the standard deviation sample are calculated according to
all the results as the mean value and standard deviations, of
course, after rejecting the outliers,

Example 7.5

Problem: In the series of measurement results given in Example 7.1,
find which results are satisfactory, which are questionable and which
are unsatisfactory. Use the Z-Score. Draw a graph with Z-Score values
for each of the laboratories.
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Data: results:

DATA DATA
lab 1 123 lab 12 142
lab 2 111 lab 13 125
lab 3 128 lab 14 132
lab 4 138 lab 15 129
lab 5 121 lab 16 121
lab 6 123 lab 17 198
lab 7 188 lab 18 131
lab 8 114 lab 19 158
lab 9 188 lab 20 193
lab 10 122 lab 21 122
lab 11 121 lab 22 111

SOLUTION:

Z CONCLUSION
lab 1 —0.16 Satisfactory
lab 2 —1.58 Satisfactory
lab 3 0.43 Satisfactory
lab 4 1.61 Satisfactory
lab 5 —0.40 Satisfactory
lab 6 —0.16 Satisfactory
lab 7 751 Unsatisfactory
lah 8 -1.22 Satisfactory
lab 9 7.51 Unsatisfactory
lab 10 —0.28 Satisfactory
lab 11 —0.40 Satisfactory
lab 12 2.08 Questionable
lab 13 0.08 Satisfactory
lab 14 0.90 Satisfactory
lab 15 0.55 Satisfactory
lab 16 —0.40 Satisfactory
lab 17 8.69 Unsatisfactory
lab 18 0.78 Satisfactory
lab 19 3.97 Unsatisfactory
lab 20 8.10 Unsatisfactory
lab 21 —0.28 Satisfactory
lab 22 —1.58 Satisfactory

X 124.4

m

SD 8.5
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Excel file: example_7_5.xls

* known mean values obtained by the participating laboratories
and known assigned/reference value — the value of standard
deviation is calculated according to the total set of measure-
ment results — obviously after rejecting the outliers.

Example 7.6

Problem: In the series of measurement results given in Example 7.1,
find for a given reference value which results are satisfactory, which are
questionable and which are unsatisfactory. Use the Z-Score. Draw a
graph with Z-Score values for each of the laboratories.

Data: results:

DATA DATA
lab 1 123 lab 12 142
lab 2 111 lab 13 125
lab 3 128 lab 14 132
lab 4 138 lab 15 129
lab 5 121 lab 16 121
lab 6 123 lab 17 198
lab 7 188 lab 18 131
lab 8 114 lab 19 158
lah 9 188 lab 20 193
lab 10 122 lab 21 122
lab 11 121 lab 22 111

X, 140

ref
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Z-score
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SOLUTION:
SD 8.5
V4 CONCLUSION
lab 1 -2.01 Questionable
lab 2 -3.42 Unsatisfactory
lab 3 —1.42 Satisfactory
lab 4 —0.24 Satisfactory
lab 5 -2.24 Questionable
lab 6 -2.01 Questionable
lab 7 5.67 Unsatisfactory
lab 8 -3.07 Unsatisfactory
lab 9 5.67 Unsatisfactory
lab 10 -2.13 Questionable
lab 11 —2.24 Questionable
lab 12 0.24 Satisfactory
lab 13 =177 Satisfactory
lab 14 —0.94 Satisfactory
lab 15 -1.30 Satisfactory
lab 16 —2.24 Questionable
lab 17 6.85 Unsatisfactory
lab 18 —-1.06 Satisfactory
lah 19 2.13 Questionable
lab 20 6.26 Unsatisfactory
lab 21 -2.13 Questionable
lab 22 -3.42 Unsatisfactory
Graph:
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Excel file: exampl_7_6.xls
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* known mean values obtained by the participating laborato-

ries and known assigned/reference values, and the value of the

reference combined uncertainty for a given material,

Example 7.7

Problem: In the series of measurement results given in Example 7.1,
find which of the results are satisfactory, questionable or unsatisfac-
tory, for the given reference value and the combined uncertainty refer-
ence value. Use the Z-Score. Draw a graph with the Z-Score values for

each of the laboratories.

Data: results:

DATA
lab 1 123
lab 2 111
lab 3 128
lab 4 138
lab 5 121
lab 6 123
lab 7 188
lab 8 114
lab 9 188
lab 10 122
lab 11 121
lab 12 142
lab 13 125
lab 14 132
lab 15 129
lab 16 121
lab 17 198
lab 18 131
lab 19 158
lab 20 193
lab 21 122
lab 22 111

Xoof 140
Uref 11
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SOLUTION:
Z CONCLUSION
lab 1 —1.55 Satisfactory
lab 2 —2.64 Questionable
lab 3 -1.09 Satisfactory
lab 4 —0.18 Satisfactory
lab 5 -1.73 Satisfactory
lab 6 —-1.55 Satisfactory
lab 7 4.36 Unsatisfactory
lab 8 —-2.36 Questionable
lab 9 4.36 Unsatisfactory
lab 10 —1.64 Satisfactory
lab 11 -1.73 Satisfactory
lab 12 0.18 Satisfactory
lab 13 -1.36 Satisfactory
lab 14 -0.73 Satisfactory
lab 15 -1.00 Satisfactory
lab 16 -1.73 Satisfactory
lab 17 5.27 Unsatisfactory
lab 18 —0.82 Satisfactory
lab 19 1.64 Satisfactory
lab 20 4.82 Unsatisfactory
lab 21 —1.64 Satisfactory
lah 22 —2.64 Questionable
Graph:
6.00
5.00 . *
* o
4.00
3.00
200 ——
*
1.00
0.00 P *
*
-1.00 3 ¢ ¢ .
o o o 0 b0
200 m
* o *
-3.00
-4.00
STj'eTE e e g s R e aE TR F N TET RS @k
= 8 &= ® 8 8§ 8 8 ® = 8 ® §/ 88 8/ ® 8/ 8/ ° = 8B 1§
lab code

Excel file: exampl_7_7.xls
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* known mean values obtained in the participating laboratories
and known value of the reference combined uncertainty for a
given material.

Example 7.8

Problem: In a series of measurement results given in Example 7.1, use
Z-Score again, taking into consideration the combined uncertainty
reference value. Draw a graph with the Z-Score values for each of the
laboratories.

Data: results:

DATA u
lab 1 123 11
lab 2 111.0 9.8
lab 3 128 14
lab 4 138 16
lab 5 121 10
lab 6 123 11
lab 7 188 14
lab 8 114 18
lab 9 188 23
lab 10 122 15
lab 11 121 11
lab 12 142 13
lab 13 125 12
lab 14 132 17
lab 15 129 19
lab 16 121 21
lab 17 198 28
lab 18 131 14
lab 19 158 18
lab 20 193 13
lab 21 122 14
lab 22 111 17
Xof 140

uref 1 1
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SOLUTION:
Z CONCLUSION
lab 1 -1.09 Satisfactory
lab 2 -1.97 Satisfactory
lab 3 —0.67 Satisfactory
lab 4 -0.10 Satisfactory
lab 5 -1.28 Satisfactory
lab 6 -1.09 Satisfactory
lah 7 2.70 Questionable
lab 8 -1.23 Satisfactory
lab 9 1.88 Satisfactory
lab 10 —0.97 Satisfactory
lab 11 -1.22 Satisfactory
lab 12 0.12 Satisfactory
lab 13 —0.92 Satisfactory
lab 14 —0.40 Satisfactory
lab 15 —0.50 Satisfactory
lab 16 —0.80 Satisfactory
lab 17 1.93 Satisfactory
lah 18 —0.51 Satisfactory
lab 19 0.85 Satisfactory
lab 20 3.11 Unsatisfactory
lab 21 -1.01 Satisfactory
lab 22 -1.43 Satisfactory
Graph:
3.00 *
*
200 — e ————————————— e
1.00 Ps
0.00 * ¢
* o *
“ ISR IR S oo’
200
-3.00
SV i s 333 % t3ciic:ics
s 8 = 2 3 hicode L] 3 L] s s s L

Excel file: exampl_7_8.xls
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Another parameter of the individual examination of the measure-
ment results is the relative error. It is calculated in instances when
the participants of a given study use various methods to evaluate the
obtained results, and therefore there is no ground to assume a com-
mon value of the sample. It is calculated using the formula:

g= "1 [oy] (71)
X,
where:
& — relative error, %,
x,,, — the value of the result obtained by a given laboratory,

x,.r— reference value.

The evaluation of the obtained results is obvious in this case and
depends on the range of analyte concentrations in a given sample. It
is assumed that:

* if |g] <, the evaluation is satisfactory,
* if |e| > x, the evaluation is not satisfactory,

where:
x —relative systematic error (relative deviation), assumed as a limit

(permissible).
Example 6.9

Problem: For the data from Example 7.1, calculate the values of the rel-
ative errors and make an evaluation for the permissible error value +20%

Data: results:

DATA DATA
lab 1 123 lab 12 142
lab 2 111.0 lab 13 125
lab 3 128 lab 14 132
lab 4 138 lab 15 129
lab 5 121 lab 16 121
lab 6 123 lab 17 198
lab 7 188 lab 18 131
lab 8 114 lab 19 158
lab 9 188 lab 20 193
lab 10 122 lab 21 122

lab 11 121 lab 22 111
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pam 140
X, % 20.0
SOLUTION:

e, % CONCLUSION
lab 1 -12.1 Satisfactory
lab 2 -20.7 Unsatisfactory
lab 3 -8.6 Satisfactory
lab 4 -14 Satisfactory
lab 5 -136 Satisfactory
lab 6 -12.1 Satisfactory
lab 7 34.3 Unsatisfactory
lab 8 -18.6 Satisfactory
lab 9 34.3 Unsatisfactory
lab 10 -129 Satisfactory
lab 11 -136 Satisfactory
lab 12 1.4 Satisfactory
lab 13 -10.7 Satisfactory
lab 14 =57 Satisfactory
lab 15 -7.9 Satisfactory
lab 16 -13.6 Satisfactory
lab 17 414 Unsatisfactory
lab 18 -6.4 Satisfactory
lab 19 12.9 Satisfactory
lab 20 379 Unsatisfactory
lab 21 -129 Satisfactory
lab 22 -20.7 Unsatisfactory

Excel file: exampl_7 9.xls

The next parameter of the individual evaluation (for each of the
laboratories) of the obtained results is £,. The method of its determi-
nation is described in detail in Chapter 1 (Section 1.8.16).

E, is a parameter which is decidedly less restrictive than, for
example, the standardized Z coefficient because of the inclusion
of the uncertainty value. Results that are deemed satisfactory may
include values significantly deviating from the mean, but within
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the accepted interval, solely attributable to the high value of the
extended uncertainty. An opposite situation is possible — a result
closer to the mean (compared with another result from a given
series) but with the smaller value of extended uncertainty may be
considered an outlier.

Example 7.10
Problem: For the data from Example 7.1, apply E, Score.

Data: results:

DATA u
lab 1 123 11
lab 2 111.0 9.8
lab 3 128 14
lab 4 138 16
lab 5 121 10
lah 6 123 11
lab 7 188 14
lah 8 114 18
lab 9 188 23
lab 10 122 15
lab 11 121 11
lab 12 142 13
lab 13 125 12
lab 14 132 17
lab 15 129 19
lab 16 121 21
lab 17 198 28
lab 18 131 14
lab 19 158 18
lab 20 193 13
lab 21 122 14
lab 22 111 17

Xer 140
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SOLUTION:

E, CONCLUSION
lab 1 -1.09 Unsatisfactory
lab 2 -1.97 Unsatisfactory
lab 3 —0.67 Satisfactory
lab 4 —-0.10 Satisfactory
lab 5 -1.28 Unsatisfactory
lab 6 -1.09 Unsatisfactory
lab 7 2.70 Unsatisfactory
lab 8 -1.23 Unsatisfactory
lab 9 1.88 Unsatisfactory
lab 10 -0.97 Satisfactory
lab 11 -1.22 Unsatisfactory
lab 12 0.12 Satisfactory
lab 13 -0.92 Satisfactory
lab 14 —0.40 Satisfactory
lab 15 —0.50 Satisfactory
lab 16 —0.80 Satisfactory
lab 17 1.93 Unsatisfactory
lab 18 —0.51 Satisfactory
lab 19 0.85 Satisfactory
lab 20 3.11 Unsatisfactory
lab 21 -1.01 Unsatisfactory
labh 22 —1.43 Unsatisfactory

Excel file: exampl_7_10.xls

7.5.1 Comparisons of Results Obtained Using Various Procedures

In this type of comparison, box plots may be used. In the graphical
presentation of results, one may examine if the results obtained using
various analytical procedures differ among themselves in a statistically
significant way. In drawing such a plot, one should divide all the mea-
surement results obtained for a given sample into subsets, each con-
taining results obtained using a specific analytical procedure. Then,
for each subset, separate plots are drawn, after which they are all put
into one diagram.
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Based on data for which the diagrams (plots) are drawn, one calcu-
lates the essential values based on the following reasoning:

* ordering the result in a non-decreasing sequence,

* determination of median and quartiles: first (¢;) and third (g;),

* determination of the interquartile value (IQR), the difference
between ¢; and ¢,

* determination of maximum values, whiskers, as 1.5 times the
IOR.

Based on these calculated values, a diagram (plot) is drawn (sepa-
rately for a given set of results), in the following manner:

1. on the OY-axis, for a given series marked by one point on the
OX-axis, the values of median and quartiles (¢ and ¢;) are
marked — it is a so-called box area representing the middle
50% of the data,

2. on the same plot, whiskers are marked as:

a. whisker,,,, the minimum value in the set of results, not
smaller than the limit equal ¢,—-1.5-IQR; if the so calcu-
lated value is equal to ¢, then the whisker,,,, is not marked
on the diagram,

b. whisker,,,, the maximum value in the set of results, not
higher than the limit equal ¢; + 1.5IQR; if the so calcu-
lated value is equal to ¢;, then the whisker,,,, is not marked
on the diagram.

3. results out of this range (lower than whisker,,;, or higher than

whisker,,,) are marked as outliers.

m

Due to that type of construction of the graph, it is possible to con-
clude which of the analytical procedures were used more often, and
which procedure yields more accurate data.

Example 7.11

Problem: For the data from Example 7.1, construct a boxplot graph.
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Data: results:

DATA u
lab 1 123 11
lab 2 111.0 9.8
lab 3 128 14
lab 4 138 16
lab 5 121 10
lab 6 123 11
lab 7 188 14
lab 8 114 18
lab 9 188 23
lab 10 122 15
lab 11 121 11
lah 12 142 13
lab 13 125 12
lab 14 132 17
lab 15 129 19
lab 16 121 21
lab 17 198 28
lab 18 131 14
lab 19 158 18
lab 20 193 13
lab 21 122 14
lab 22 111 17

SOLUTION:

Median — Me 126.5
q 121.3
o} 141.0
IQR 19.8
1.5 x 1QR 29.6
g, — L5 xIQR 91.6
g;+ 1.5 xIQR 170.6
Min 111
Max 198
whisker, 1

min

whisker,,,, 158
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Graph:
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Xop OUTLIER OR NOT
lab 1 123 0K
lab 2 111 0K
lab 3 128 0K
lab 4 138 0K
lab 5 121 0K
lab 6 123 0K
lab 7 188 Outlier
lab 8 114 0K
lab 9 188 Outlier
lab 10 122 0K
lab 11 121 0K
lab 12 142 0K
lab 13 125 0K
lab 14 132 0K
lab 15 129 0K
lab 16 121 0K
lab 17 198 Outlier
lab 18 131 0K
lab 19 158 0K
lab 20 193 Outlier
lab 21 122 0K
lab 22 111 0K

= whiskeryax

s

_— g:edian

= whiskeryn

xlab
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Graph — modified (boxplot):

Excel file: exampl_7_11.xls

7.5.2 Comparison of the Measurement Results Obtained in a Two-Level
Study (for Two Samples with Various Analyte Concentrations)

A two-level study is a study where each of the participating laborato-
ries has performed the series of determinations:

* cither two series per one sample,
* or determinations for two different samples.

In this case, to determine the presence of systematic errors, a
graphical method — also called the Youden diagram [8] — may be used.
It is an easy and also a very effective method of comparing both intra-
and interlaboratory variability. The application of this graph shows
which of the participating laboratories achieved comparable results
and which laboratory obtained deviating results.

'The graph is constructed as follows:

* measurement results for both the obtained series are marked
on the X- and Y-axes,

* solid lines are drawn (both vertical and horizontal) which
reflect the values of the main distribution estimators (arith-
metic mean or median),
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 dotted lines are drawn (also vertical and horizontal) where the
distances from the solid lines represent values of the standard
deviation from the values of the main distribution estimators
(arithmetic mean or median).

The distribution of points on such a constructed diagram is a source
of information about what type of error has a dominant impact on the
obtained measurement results. When the main cause of the deviations
from the mean or median are random errors, the results are distrib-
uted in a random manner around the mean (median). If a systematic
error is the main cause of differences between the values of the mea-
surement results obtained by the compared laboratories and the mean
(median), then the majority of points are in the upper right or bottom
left quarter of the graph. It may indicate a positive or negative bias in
the analytical procedure applied in a given laboratory.

Example 7.12
Problem: For the two given series of measurement results for two
examined samples obtained in the examining laboratories, produce a

Youden graph.

Data: results:

DATA
SERIES 1 SERIES 2

lab 1 11.2 12.3
lab 2 10.8 11.8
lab 3 11 12.8
lab 4 10.7 11.7
lab 5 10.5 11.4
lab 6 10.3 11

lab 7 11.2 12.7
lab 8 11.8 13.8
lab 9 12.1 14.2
lab 10 12.9 159
lab 11 10.7 11.7
lab 12 11.6 10.9

lab 13 11.4 11,5
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series 2

series 2

SOLUTION:

MEDIAN
Series 1 11.2
Series 2 11.8

8 9 10 1 12 13 14 15

series 1

Graph — modified (with 95% limit circle):

16 -
15

14

16

R
S,

8 T T T T T T T

8 9 10 1" 12 13 14 15

series 1

Excel file: exampl_7_12.xls
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Another, quite common method of graphical presentation of
the measurement results obtained by comparing laboratories is the
application of Mandel’s / and 4 tests. The application of these tests
enables the presentation of the variability of results obtained by
using a given analytical procedure and enables an evaluation of a
given laboratory. The manner of conducting Mandel’s 4 and % tests is
described in Chapter 1 (Section 1.8.17). All laboratories may obtain
on different levels of a study (for different analytes or for different
concentrations of a single analyte) both positive and negative values
of parameter A.

The number of laboratories characterized with positive values of
the parameter 4 should approximate the number of laboratories char-
acterized with negative values. When a laboratory tends to obtain
only negative values for 4, one may suppose that there is a source of
bias for the results obtained by that laboratory.

Similarly, one should pay attention to a situation where all values of
parameter 5 for a given laboratory are characterized with a positive or
negative value, and at the same time different from the sign (plus or
minus) of the parameter 4 obtained in other laboratories.

Moreover, when a laboratory yields 4 values in the extreme range,
for example, it achieved an unusually high number of large values of
the 4 parameter, the situation should be adequately explained.

When the graph of the statistical parameter £ indicates that a
given laboratory deviates from the others due to numerous high val-
ues, it shows a smaller repeatability of results obtained by the labo-
ratory compared with the rest of the participants. When the graphs
of the 4 and % connected in groups corresponding to the individual
laboratories show that the values of these parameters are close to the
lines of critical values, one should pay attention to the problem of
systematic errors and the small repeatability of results (great vari-
ance value).

Example 7.13

Problem: For a given set of results obtained in the interlaboratory com-
parison, calculate the values of the Mandel’s 4 test parameter. Draw
a graph showing the respective values of the calculated 4/ parameters
characterizing the sets of results obtained in individual laboratories.
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Data: results:
LEVEL 1 LEVEL 2 LEVEL 3 LEVEL 4 LEVEL 5
lab 1 1 4.44 1.21 2.34 14.4 11.3
2 432 1.54 2.01 15.2 11
3 4.22 1.77 2.15 13.8 12.5
lab 2 1 498 7.34 2.03 12.7 10.8
2 4.56 1.77 2.12 13.9 11.5
3 473 7.54 2.44 14.2 11.8
lab 3 1 5.11 71.67 1.89 14.8 9.96
2 5.03 7.83 1.98 16.4 10.4
3 5.08 7.54 1.78 15.7 10.3
lab 4 1 2.22 5.23 1.12 11 6.21
2 2.11 5.22 1.45 10.6 6.34
3 2.34 5.01 1.48 10 6.11
lab 5 1 4.56 8.67 2.65 14.5 11.8
2 4.76 9.02 2.73 14.2 12.2
3 4.23 8.92 2.55 14 12
lab 6 1 411 8.45 2.22 133 11
2 4.23 8.23 2.86 13.8 114
3 4.02 8.11 2.56 14.1 11.7
lab 7 1 4.44 8.11 2.11 13.2 11
2 4.55 8.02 2.08 13.1 12
3 421 7.88 2.22 13.6 12.3
lab 8 1 3.32 8.98 1.56 11.8 8.76
2 3.35 9.11 1.45 11.3 8.67
3 3.45 9 1.57 11.2 8.82
SOLUTION:
LEVEL1 LEVEL 2 LEVEL 3 LEVEL 4 LEVEL 5
h
lab1 02516  —02088 0.2441 0.6667 0.5048
lab2 07263 ~0.1727 0.3104 0.1414 0.4780
lab3  1.0759 —~0.0643 ~0.3822 13737 —0.0957
lab4  —2.0704 21712 15611 _L7172 —2.0970
lab 5 0.4614 0.9280 1.2977 0.5252 0.7949
lab 6 0.0235 0.4221 1.0840 0.2222 0.4780
lab 7 0.3326 0.2053 0.1778 —0.0404 0.6782
lab8 —0.8008 1.0615 —1.1706 -1.1717 —0.8312




254

20

2.0 1

25

INTERLABORATORY COMPARISONS 163

Graph:

0.5 A I
0.0 +

lab 1 lab 2 lab 3 lab 4 lab 5 lab 6 lab 7 lab 8

Conclusion: The results obtained by “lab 4” for all the analytes are
much lower compared to those obtained by the rest — three of five ana-
lytes have exceeded the critical value for the 1% level of significance,
which indicates the occurrence of a systematic error source for the
results obtained by this laboratory.

Results obtained by the other laboratories are within the permis-
sible range of changes for all the determined analytes.

Excel file: exampl_7_13.xls

Example 7.14

Problem: For a given set of results obtained in an interlaboratory com-
parison, calculate the values of Mandel’s £ parameter. Draw a graph
showing the respective values of the calculated 4 parameters charac-
terizing the sets of results obtained in individual laboratories.
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LEVEL 1 LEVEL 2 LEVEL3 LEVEL 4 LEVELS
lab 1 1 4.44 721 2.34 14.4 11.3
2 4.32 7.54 2.01 15.2 11
3 4.22 1.71 2.15 13.8 12.5
lab2 1 4.98 7.34 2.03 12.7 10.8
2 4.56 1.77 2.12 13.9 11.5
3 4.73 7.54 2.44 14.2 11.8
lab3 1 5.11 1.67 1.89 14.8 9.96
2 5.03 7.83 1.98 16.4 10.4
3 5.08 7.54 1.78 15.7 10.3
lab4 1 2.22 5.23 1.12 11 6.21
2 2.11 5.22 1.45 10.6 6.34
3 2.34 5.01 1.48 10 6.11
lab5 1 4.56 8.67 2.65 14.5 11.8
2 4.76 9.02 2.73 142 12.2
3 4.23 8.92 2.55 14 12
lab6 1 411 8.45 2.22 133 11
2 4.23 8.23 2.86 13.8 11.4
3 4.02 8.11 2.56 141 11.7
lab7 1 4.44 8.11 2.11 13.2 11
2 4.55 8.02 2.08 131 12
3 421 7.88 2.22 13.6 123
lab8 1 3.32 8.98 1.56 11.8 8.76
2 3.35 9.11 1.45 113 8.67
3 3.45 9 1.57 11.2 8.82
SOLUTION:
LEVEL 1 LEVEL 2 LEVEL 3 LEVEL 4 LEVEL 5
k
lab 1 0.7165 1.6163 0.9477 1.2770 1.7792
lab 2 1.3741 1.2355 1.2330 1.4431 1.1503
lab 3 0.2629 0.8341 0.5732 1.4583 0.5170
lab 4 0.7482 0.7133 1.1430 0.9151 0.2585
lab 5 1.7408 1.0352 0.5160 0.4576 0.4483
lab 6 0.6853 0.9901 1.8323 0.7348 0.7872
lab 7 1.1285 0.6655 0.4218 0.4810 1.5258
lab 8 0.4427 0.4019 0.3810 0.5845 0.1692
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Graph:
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lab 1 lab 2 lab 3 lab 4 lab 5 lab 6 lab7 lab 8

Conclusion: The greatest repeatability for results obtained is achieved
by “lab 8”.

In the case of individual results (“lab 17, “lab 5” and “lab 6”), the
obtained values of repeatability exceed the critical value for the 5%
level of significance.

Excel file: exampl_7_14.xls

7.6 Organization of Proficiency Testing — Requirements (ISO 17043)

ISO 17043 [1] is an international standard that specifies general com-
petency requirements for proficiency testing (PT) providers, who
must ensure that their operations comply with specific quality and

competency standards to meet the requirements of the standard. The
key areas of ISO 17043 are:

a. impartiality and confidentiality:

* the PT provider must act objectively, avoiding conflicts of
interest that could affect the results of PTs,

* the PT must protect the confidentiality of all information
relating to participants, including the results of individual
laboratories,

b. quality management system:

* the PT provider must implement and maintain a qual-

ity management system that is properly documented;
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this documentation should include policies, procedures,
instructions and other documents necessary for the proper
functioning of the interlaboratory comparison program,
the P'T provider must identify and manage the risks asso-
ciated with the implementation of PT,

c. competencies and qualifications:

the PT provider must have the appropriate technical com-
petence and resources to plan, organize and conduct pro-
ficiency tests,

the PT provider must provide regular training for staff in
order to maintain and develop their competences; regular
assessment of staff competence is necessary to ensure that
staff have the appropriate skills to perform their tasks,

d. technical resources:

the PT provider must have the appropriate apparatus,
equipment and infrastructure necessary to conduct pro-
ficiency tests,

the equipment used in the tests must be regularly inspected,
calibrated and maintained in good condition,

e. design, planning and development of PTs:

the PT program must be carefully planned, taking into
account clearly defined PT objectives, the scope of the
tests, participants, performance evaluation criteria and
timetable,

the samples used for PT must be adequately prepared, and
their stability and homogeneity must be ensured,

the testing and analytical methods used must be validated
and appropriate for the intended purpose of the PT,
participants should be given clear instructions on the pro-
cedures to be followed during the study,

the PT provider must analyze and compare the results
obtained by the participants, as well as evaluate them
according to pre-established criteria, and the results of the
proficiency test must be clearly presented in the reports
that are provided to the participants,

these reports should include an interpretation of the results
and possible recommendations.
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Only by carrying out inter-laboratory comparisons in a reliable,
objective manner and in accordance with international standards can
the competence of the participating laboratories be reliably assessed.

7.7 Conclusions

'The ultimate and most reliable manner of estimation of the quality of
measurement results obtained by a given laboratory is the comparison
of their results with those obtained in other laboratories. Bearing this
in mind, laboratories for many years have participated in various inter-
laboratory comparisons, both on a national and international scale.

A major task in interlaboratory comparisons is the help offered to a
laboratory in detecting all types of irregularities during a given ana-
lytical procedure that may affect the reliability of the obtained results.
In other words, it is a system of mutual aid where a participant obtains
information whether and how they should modify the applied mea-
surement procedure to increase the reliability of the obtained results.

High marks/grades obtained in interlaboratory proficiency stud-
ies indicate a high quality of analyses performed by the participat-
ing laboratory. The test of the interlaboratory proficiency is used to
estimate the reliability of determination results and is the basis for
the validation of analytical procedures according to EN 17025, and
enables issuance of opinions on organizational procedures. It is hence
obvious that laboratories that do not participate in these comparisons
are deemed unreliable.

However, while interpreting the results of the interlaboratory stud-
ies, one should remember that:

* participation in interlaboratory studies must not serve as a
substitute for routine intralaboratory control of the results’
quality,

* the results of the interlaboratory studies enable detection and
definition of current problems in a given laboratory, and not
those that may occur,

* a successful outcome in interlaboratory studies obtained dur-
ing the determination of a given analyte or a group of analytes
may not be automatically related to another analyte or group
of analytes; the same applies to an analytical method.
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To sum up, the major task of interlaboratory studies is to obtain

an explicit answer to the question: “Are the measurement results

obtained in a given laboratory as good as we think they are?” (http://

www.HN-Proficiency.com).
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8

CALIBRATION

8.1 Introduction

Every analytical procedure includes a calibration step. It is particu-
larly important in the case of indirect (relative) measurements, that is,
those where the signal from the instrument is a function (very often
unknown) of the quantity being measured.

Calibration is defined as “marking, correcting or measuring, scal-
ing” [1]. Calibration is also referred to as “a model that attempts to
predict the value of an independent variable when only the depen-
dent variable is known” [2]. In general, the term “analytical calibra-
tion” is understood as a process consisting of mapping the actual (true,
theoretical) dependence of the analytical signal on the concentration
(content) of the analyte onto the empirical form (i.e. the so-called
calibration table) and then using this table to determine the concen-
tration (content) of the analyte in the tested sample (i.e. to obtain the
so-called analytical result).

Calibration can either be a step in an analytical procedure or just
to check the class of the instrument used. With this in mind, we can

speak of:

* calibration of an instrument operating on the principle of
indirect measurement; in this case, the calibration step is used
to assign a value to the signal measured for the test sample on
the basis of the value measured for the standard(s),

* verification of the instrument class to determine the linearity
of the measuring instrument, verification of the dependence
of its readings on changes in the parameters of the standards
used, determination of the values of the limits of detection
and/or quantification, verification of the “zero” point of the
instrument; this type of calibration can be used not only for
instruments operating on the principle of indirect measure-
ment, but also for measuring instruments whose principle of

169
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operation is based on direct measurement (e.g. measurement
of mass, electrical charge).

8.2 Types of Calibration

TUPAC [3] distinguishes between two different types to calibration:

1.
2.

Qualitative calibration (identification and qualitative analysis),
Quantitative calibration (quantification of analytes).

Qualitative calibration or identification of analytes is based upon

the developed model of calibration of analytical parameters, which

characterizes groups of chemical compounds. The models used most

often are those in which the identification of analytes is carried out

through the following [4]:

1.

assignment of a given analyte to a given detector signal on the
basis of retention parameters — for example, liquid chroma-

tography (LC), gas chromatography (GC),

. calibration of a detector against a reference standard (with a

known value on the signal scale) and, on this basis, the assign-
ment of values to analytes — for example, nuclear magnetic

resonance (NMR),

. comparison of selected signals of a reference standard (e.g.

from the library of spectra) to the signals characteristic of an
analyte — for example, mass spectrometry (MS).

Calibration of a measuring instrument (detector, analyzer,
monitor) is generally not a simple task. The method of calibra-
tion depends on a number of factors (Kalivas and Sutter 1991):

* type of instrument,

* number of samples — analysis time,

* the possibility of preparing standard samples in a wide
range of analyte concentrations (to check the whole range
of the instrument),

* required precision of the measurement result,

* the required uncertainty of the measurement result,

* the composition of the sample matrix,

* the possibility of changing the composition of the sample
during the analytical process.
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Taking into account the way in which the sample and the stan-
dard are treated in the analytical process, a distinction can be made
between:

* external calibration — in this case, the standard sample and
the tested sample are subjected to the measurement procedure
separately; therefore, separate, independent measurements
are carried out for each type of sample,

* internal calibration — in this case, the standard is added to the
test sample prior to the analytical procedure, and the determi-
nation is carried out in a common analytical procedure; in this
case, the calibration step minimizes the possible influence of
the matrix composition on the measurement result, since it is
assumed that the matrix composition has the same effect on
the analyte present in the test sample as on the analyte added
in the standard.

8.3 Calibration Techniques
'The calibration step includes the following unit operations:

* preparation of the standard solution(s),

* carrying out the measurements for the prepared solution(s),

* determination of the relationship between the measured signal
value(s) (dependent variable) and the known concentration/
content value(s) (independent variable) in the prepared
standards.

Taking into account the number of standard solutions prepared,
their type and how the calibration relationship is determined, a num-
ber of calibration techniques can be distinguished.

8.3.1 Single Standard Technique
In this case, two measurements are carried out:

1. for the standard mixture,
2. for the sample.
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'The analyte content in the sample is calculated according to the
formula:

N
C.=C,x—* 8.1
x st S ( )

st

where:
C, — analyte content in the sample,
C,, — analyte content in the standard,
§, — measuring device signal for the sample,
§,,— the signal of the measuring device for the standard.

The less the analyte content in the sample differs from the analyte
content in the standard sample, the more accurate the final result. The
narrower the concentration range (a small difference in the concentra-
tion levels of the analyte), the more it is possible to approximate even
the non-linear relationship between the output signal and the analyte
content with a straight line segment. It should be emphasized that
this type of calibration is an extrapolation.

Bearing this in mind, it is important to remember that the risk of
error is very high when using this type of calibration. It is assumed
that the possible noise level is the same in both samples analyzed
— the standard and the test sample — which is often not a correct
assumption. The possibility of error increases significantly as the dif-
ference between the signals received for the standard and the test
sample increases. This calibration method is an example of external
calibration.

Example 8.1

Problem: On the basis of the measurement results (signals) obtained
for the standard sample and the test sample, calculate the concentra-
tion of the analyte in the test sample. Use the single standard tech-
nique in the calculation.

Data:
s, 1456
S, 1257
C,, mg/dm? 152
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SOLUTION:
Using the relation:

C.=C,X S
§

st
the concentration of the analyte in the test sample has been calculated.

Conclusion: The calculated analyte concentration in the test sample
was C, = 17.6 mg/dm3.

Excel file: exampl_8_1.xls

8.3.2 Bracketing Solutions Technique
In this case, it is necessary to carry out three measurements:

1. for the sample,

2. on the sample of the standard solution in which the content
of the analyte is higher than the content of the analyte in the
tested sample,

3. on the sample of the standard solution in which the content
of the analyte is lower than the content of the analyte in the
tested sample.

The analyte content in the sample is calculated according to the one
of the formulas:

(C, w—C, )x(S, #—5.)

C" ) CXI_H - S:tfH - S:LL (82)
¢ —c  4\Crn=Cru)x(8,-5,,) 83
B Sst?H - S:t?L

where:

C, — analyte content in the sample,

C, y — analyte content in the standard in which the content of
the analyte is higher than the content of the analyte in the
tested sample,

, 1 — analyte content in the standard in which the content of
the analyte is lower than the content of the analyte in the

C

&Y

tested sample,
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§, — measuring device signal for the sample,

N

kY

, i — the signal of the measuring device for the standard in
which the content of the analyte is higher than the content of
the analyte in the tested sample,

S, ; — the signal of the measuring device for the standard in

which the content of the analyte is lower than the content of

the analyte in the tested sample.

The smaller the difference between the analyte concentrations in
the standard samples, the more accurate the final result. This is a fast
method of calibration, particularly recommended for unstable mea-
surements, so it is a very common practice to perform measurements
in the following sequence: sz_L — x —st_ H——x—>s¢_L. In the case
of small differences in analyte concentrations in the standards used,
this calibration method can be used even in the case of a non-linear
signal concentration dependence. This calibration method is an exam-
ple of external calibration.

Example 8.2

Problem: On the basis of the measurement results (signals) obtained
for the two standard samples and the test sample, calculate the con-
centration of the analyte in the test sample. Use the bracketing solu-
tion technique in the calculation.

Data:
S, 1456
SaL 1257
San 1766
C, . mg/dm? 15.2
Cy,  mg/dm? 215
SOLUTION:

Using the relation:

(C, w—C, )x(S, #—S5.)
S S

s H g L

the concentration of the analyte in the test sample has been calculated.
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Conclusion: The calculated analyte concentration in the test sample
was C, = 17.7 mg/dm3.

Excel file: exampl_8_2.xls

8.3.3 Calibration Curve Technique

In this instance, a series of standard solutions are employed. It is
advised that the standard solutions against which the calibration
curve is established meet the following criteria:

* the number of solutions utilized should be a minimum of five
(recommendations range from five to seven),

* the solutions should encompass the anticipated concentra-
tion/content range of the analyte in the test sample(s),

* the range should encompass no more than three decades of
concentrations/contents values,

* the concentration/content range should be distributed evenly.

To establish the functional relationship between the measured sig-
nals and the analyte concentrations/concentrations in the standard
solutions, a linear regression method is most commonly used, the
principles of which, together with the relevant formulae, are described
in Subsection 1.9.

Example 8.3

Problem: On the basis of the measurement results (signals) obtained
for the seven standard samples and the test sample, calculate the con-
centration of the analyte in the test sample. Use the calibration curve
technique in the calculation.

Data:
C,, , mg/dm? 32 Sus 213
C,; , mg/dm? 9.5 S 2 748
C,, s Mg/dm? 15.2 Sus 1257
C,, , mg/dm? 215 Sa 1766
C,, s Mg/dm? 27.1 Sus 2067
C,, o mg/dm? 332 Sus 3011
C,,, mg/dm? 40.1 Sy 7 3567

S, 1456
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SOLUTION:

Using the linear regression method, the slope and intercept values
were calculated.

S=bxC+a

the slope 4 = 91.8
the intercept 4 = =131

The concentration of the analyte in the test sample has been calcu-
lated according to the following formula:

Conclusion: The calculated analyte concentration in the test sample
was C, = 17.3 mg/dm3.

Excel file: exampl_8_3.xls

Example 8.4

Problem: A comparison of the results obtained for the different cali-
bration techniques is required, as illustrated in Examples 8.1- 8.3. The
conclusions that can be drawn from the differences in the results will
then be presented.

Data:
CALIBRATION TECHNIQUE C, mg/dm?
Single standard (Example 8.1) 17.6
Bracketing solutions (Example 8.2) 17.7
Calibration curve (Example 8.3) 173

Conclusion: The results obtained with the different calibration tech-
niques do not differ significantly.
'This is due to the following reasons:

1. in the case of the single standard technique, the signals for
the standard and the test sample did not differ significantly,

2. for the limiting solution technique, the difference between
the signals for the standards was small,

3. the correlation coefficient in the case of the standard curve
technique was very high (0.999) indicating a very good
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matching of the points for the standard solution samples; the
two calibration points (st_3 and st_4) are the solutions used
in the bracketing solutions technique.

Example 8.5

Problem: On the basis of the measurement results (signals) obtained
for the standard sample and the test sample, calculate the concentra-
tion of the analyte in the test sample. Use the single standard tech-
nique in the calculation.

Data:
s, 1456
S, 452
C, mg/dm3 15.2
SOLUTION:
Using the relation:
§
C.,=C,x*
N

st

the concentration of the analyte in the test sample has been calculated.

Conclusion: The calculated analyte concentration in the test sample
was C, = 49.0 mg/dm3.

Excel file: exampl_8_5.xls

Example 8.6

Problem: On the basis of the measurement results (signals) obtained
for the two standard samples and the test sample, calculate the con-
centration of the analyte in the test sample. Use the bracketing solu-
tion technique in the calculation.

Data:
S, 1456
Sq1L 452
S 1766
C, . mg/dm? 152

Cy  mg/dm3 215
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SOLUTION:
Using the relation:

(C, w—C, )x(S, #—5.)
Sﬁ,H - S.rz,L

szc H

st _

the concentration of the analyte in the test sample has been calculated.

Conclusion: The calculated analyte concentration in the test sample
was C, = 20.0 mg/dm?.

Excel file: exampl_8_6.xls

Example 8.7

Problem: On the basis of the measurement results (signals) obtained
for the five standard samples and the test sample, calculate the con-
centration of the analyte in the test sample. Use the calibration curve
technique in the calculation.

Data:
Cy ; mg/dm? 15.2 Sus 452
C,, , mg/dm? 215 S 2 1766
C,, ; mg/dm3 271 Sas 3233
C,, , mg/dm3 33.2 Sqa 4127
C,, s mg/dm3 40.1 Sus 5623
S, 1456
SOLUTION:

Using the linear regression method, the slope and intercept values
were calculated.

S=bxC+a

the slope & = 206.4
the intercept a = —2618

'The concentration of the analyte in the test sample has been calcu-
lated according to the following formula:

szS’“_a
b
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Conclusion: The calculated analyte concentration in the test sample
was C, = 19.7 mg/dm?.

Excel file: exampl_8_7.xls

Example 8.8

Problem: A comparison of the results obtained for the different cali-
bration techniques is required, as illustrated in Examples 8.5—8.7. The
conclusions that can be drawn from the differences in the results will
then be presented.

Data:
CALIBRATION TECHNIQUE C,mg/dm3
Single standard (Example 8.5) 49.0
Bracketing solutions (Example 8.6) 20.0
Calibration curve (Example 8.7) 19.7

Conclusion: The results obtained using the single standard technique
differ very significantly from the results obtained using the other cali-
bration techniques. The reason for this is the significant difference in
signals for the standard and the test sample.

No such significant difference was found for the results obtained
using the standard curve and the bracketing solution technique. In
the case of the calibration curve technique, a high correlation coef-
ficient value (0.997) was obtained, indicating a very good matching of
points for the standard solution samples; two calibration points (st_1
and st_2) are the solutions used in the bracketing solutions technique.

8.3.4 Standard Addition Technique

'The measurement is conducted on the sample (or standard) itself and
then on the sample with the addition (or loss) of the standard (or vice
versa). The linear regression method is used to calculate the result
for the test sample. However, in this case, the values of the indepen-
dent variable (concentration/concentration) are given in terms of the
amount of standard added (subtracted). Therefore, the signal value for
the test sample is assigned a value of zero (0) on the 0.X-axis.

It should be noted, however, that in this case the linear regression
is only applied to two measurement points, which may be a source of
additional error in the determination of the analyte concentration/
concentration in the sample.
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'The quantity of added standard must be explicitly delineated in
order to ensure that:

1. the increase in signal resulting from the addition of the standard
must be at least 50% of the signal for the analyte in the sample
before the addition, but no greater than 150% of this value,

2. the quantity of the added standard (in mass or volume) must
not alter the composition of the test sample matrix,

3. it is essential that the analyte present in the standard is bound
to the sample matrix in a manner that is identical to the analyte
present in the sample; it is therefore necessary to allow a period of
time to elapse after the addition of the standard, in order to estab-
lish an equilibrium state between the analyte and the matrix.

The advantage of this method is that the matrix has a minimal
impact on the measurement result, as both samples (real and with the
addition of a standard) are determined in a matrix with a very similar
composition [5-7]. An alternative approach is to employ a subtraction
procedure. To illustrate, an agent that reacts with an analyte is intro-
duced to the sample, resulting in the formation of a new compound
that has no impact on the detector signal. The quantity of the agent
additive is known; therefore, the loss of the analyte can be determined.

An alternative approach to the standard addition technique is the
sample dilution or enrichment technique. In this instance, the mea-
surement is conducted on the actual sample and then on the sam-
ple that has undergone a dilution (or enrichment) process. In this
instance, an additional measurement should be conducted for the pat-
tern due to the lack of knowledge regarding the relationship between
the variables. It should also be noted that the added amount of stan-
dard (which is small enough) does not significantly affect the compo-
sition of the sample matrix. The advantage of this technique is that
the modification can result in the concentration of the analyte in the
sample being tested at the level found in the standard sample, which
improves the accuracy of the determination.

Example 8.9

Problem: A quantity of 100 cm?® of the test sample was subjected to
the addition of 1.3 cm® of 2 5000 mg/dm? standard solution. Utilizing
the measured signal values for the test sample and the sample with
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standard addition, the analyte content of the test sample was calcu-
lated using the single standard addition technique.

Data:
S, 53.23
Siist 110.10
C,, mg/dm3 5000
V, cm? 100
V,cmd 13
SOLUTION:

Prepare a graph of function S = f (V,; 44ea)-
For the data obtained:

S Vit (addeey CM?
53.23 0
110.10 1.3

Using the linear regression method, the slope and intercept values
were calculated.

S=bX% T/;t(ﬂdded) +a
the slope & = 43.7
the intercept a = 53.2
Graph:
150.00
y=43.75x+53.23 o
R I B
50.00..-- """
I A ; I | 05 | |
5000
-100.00
-150.00

-200.00



182 QUALITY ASSURANCE AND QUALITY CONTROL

The concentration of the analyte in the test sample has been calcu-
lated according to the following formula:

bV,

Conclusion: The calculated analyte concentration in the test sample
was C, = 60.8 mg/dm?.

Excel file: exampl_8_9.xls

8.3.5 Multiple Standard Addition Technigue

In order to enhance precision, the standard addition technique employs
a variant that entails the multiple standard addition into sample.
It is essential to adhere to the requisite conditions for the application
of this technique, as is the case with the standard addition technique.
At the stage of calculation, the method of linear regression is
employed to ascertain the relationship between the signal and the
amount (in mass or volume) of the added standard.

Example 8.10

Problem: A volume of 1.3 cm® of a 5000 mg/dm* standard solution
was added to 100 cm?® of the test sample. This process was repeated
five times. After each addition of the standard solution, the signal
was measured. The signal values for the test sample and samples with
standard addition were then measured and used to calculate the ana-
lyte content of the test sample using the multiple standard addition
technique.

Data:

S, 53.23
C,, mg/dm?3 5000
V, cm? 100
vV, cm3 1.3
S.stt 110.1
S,istt 154.2
S,istt 2213
Sistt 276.8

L 3315
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SOLUTION:

Prepare a graph of function S = £ (V,; ,44a)-
For the data obtained:

S vst (added) cm?
53.23 0

110.1 13

154.2 2.6

221.3 3.9

276.8 5.2

3315 6.5

Using the linear regression method, the slope and intercept values
were calculated.

S=b6xV

st(added) ta

the slope & = 43.05
the intercept # = 51.3

Graph:

400.00

y=43.05x+51.3 ®
300.00
R o

200.00

100.00 R

-100.00

-200.00

The concentration of the analyte in the test sample has been calcu-
lated according to the follwing formula:

A R

X
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Conclusion: The calculated analyte concentration in the test sample
was C, = 59.6 mg/dm?.

Excel file: exampl_8_10.xls

8.3.6 Internal Standard Technique

In this technique, a compound that is not an analyte is employed as
a standard. The internal standard is then introduced to the sample
to be tested, and the concentration of the analyte is determined by
calculating the ratio of the signals for the analyte and the internal
standard.

This technique is only applicable to analytical techniques that
involve grinding, which encompasses all chromatographic techniques.

In order for a compound to be used as an internal standard, it must
meet the following criteria:

1. it must not be present in the sample being tested,

2. it must have similar physical and chemical properties to the
analyte,

3. the added amount of internal standard should generate a sig-
nal at the level of the signal obtained for the analyte,

4. the added amount of internal standard should not change the
composition of the matrix of the test sample,

5. the added amount of internal standard should be measured
with a reasonable accuracy.

Example 8.11

Problem: During the calibration stage, an internal standard tech-
nique was used. For this purpose, five standard solutions were added
such quantities of internal standard at a concentration of 30 mg/dm?.
The same amount of internal standard was added to the test sample.
Based on the measurement results obtained for the standard solutions
and the test sample, calculate the concentration of the analyte in the
test sample.
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Data:
C,, ; mg/dm3 15.2 Sa 452 Sist 1 3120
C,, , mg/dm3 215 S 1766 Sist 2 3234
C,, ; mg/dm3 27.1 S.a 3233 Sist 3 3167
C,, , mg/dm3 33.2 Sqa 4127 Sist 4 3222
C,, 5 mg/dm3 40.1 Sys 5623 Sist s 3098

S, 1456 Sist x 3145

Cisr mg/dm3 30.0

SOLUTION:

Calculate the ratio of analyte to IST signals (S
the standard solutions.
Calculate regression parameters of function S, /Sgr , = £ (C,, ).
For the data obtained:

/Sisr ) for each of

st_n'

sst_n/sIST_n cst_n mg/dm3
0.145 16.2
0.546 21.5
1.021 21.1
1.281 33.2
1.815 40.1

Using the linear regression method, the slope and intercept values
were calculated.

S:t?n/S[ST = b X Cstin t+a
the slope & = 0.0663
the intercept @ = —0.855

The concentration of the analyte in the test sample has been calcu-
lated according to the following formula:

Conclusion: The calculated analyte concentration in the test sample
was C, = 19.9 mg/dm3.

Excel file: exampl_8_11.xls
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Example 8.12

Problem: In the calibration stage, the internal standard technique was
used. For this purpose, five standard solutions were prepared with the
addition of a known amount of internal standard.

A known amount of internal standard was also added to the test
sample.

Based on the measurement results obtained for the standard solu-
tions and the test sample, calculate the concentration of the analyte in

the test sample.

Data:

Co mg/dm3 152 S, 452  Cg ,mg/dm3 289  Sg, 3120

Coomg/dm® 215 S, 1766  Cg ,mg/dm® 292  Sg, 3234

Coamg/dm® 271 Sy 3233 Cg mg/dm® 278 S, 3167

Cy,mg/dm® 332 S, 4127 Cisr 4 mg/dm? 269  Sgra 3222

Cysmg/dm® 401 S 5623 Cisr s mg/dm? 296  Ssrs 3098
S, 1456 Cisr , mg/dm? 295 Sy 3145

SOLUTION:

Calculate the ratios of analyte to IST signals (S,, ,/Sisr ,) and analyte
to IST concentration (C,, ,/Cgr) for each of the standard solutions.
Calculate regression parameters of the function S, ./Sigr, =
£(Coo/Crsr o)
For the data obtained:

sst_n/ sIST_n cst_n/ clST_n

0.145 0.526
0.546 0.736
1.021 0.975
1.281 1.234
1.815 1.355

Using the linear regression method, the slope and intercept values
were calculated.

Sst,n/SIST =bX (Cs;,n/czsr,n ) ta

the slope 4= 1.86
the intercept a = —0.83
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The concentration of the analyte in the test sample has been calcu-
lated according to the following formula:

Conclusion: The calculated analyte concentration in the test sample
was C, = 20.6 mg/dm?.

Excel file: exampl_8_12.xls

8.3.6.1 Isotope Dilution Mass Spectrometry Technique The isotope dilu-
tion mass spectrometry (IDMS) technique represents a particular
variant of the internal standard technique. Its distinctive feature is
that the substance introduced is a known quantity of the compound,
which differs from the analyte solely in terms of its isotopic composi-
tion. During the quantitative analysis, the signal ratios for the cor-
responding mass ions (of at least two) obtained during the analysis of
the actual sample, the standard sample and the actual sample with the
addition of the standard are determined.

In order to ascertain the analyte content of the tested sample, it is
sufficient to be aware of the quantity of the isotopically determined
analyte that has been introduced to the sample. As the quantity of
the incorporated standard can be ascertained through the utilization
of one of the principal methodologies (gravimetry or volumetry), this
serves as the foundation for the incorporation of the IDMS technique
within the category of primary methodologies.

'The analyte content is determined on the basis of the signal ratios of
the corresponding mass ions (typically two ions) present in the tested
sample, standard and sample with the standard added. This is done in
accordance with the relationship [8], which requires the knowledge of
the amount of the added, isotope-determined standard:

- (Rfmﬂ&v _Rv) ,
’”’”_(R R

smpl - smpl 8 st )

n

(8.4)

st
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where:
7, — the amount of analyte in the sample,
n,, — the amount of isotopically labeled standard added to the
sample,
R~
R, — ratio of mass ion signals in the sample of the standard,

ratio of mass ion signals in the test sample,

R, 50 — Tatio of mass ion signals in the sample with added
standard.

It is crucial to note that from the moment of adding the standard
to the final determination, both the analyte and its isotopically deter-
mined counterpart are subjected to the same environmental influences
during the storage and preparation of the sample for analysis. This is
exemplified by the fact that the extraction of the analyte from the
matrix occurs with the same force and that the percentage of losses
incurred during the purification of the extract are identical. These
factors collectively ensure the stability of the concentration ratio of
the analyte and its isotopically determined counterpart throughout
the analytical procedure. The accuracy of the IDMS results is inde-
pendent of the recovery value, as achieving and maintaining a balance
between the analyte present in the real sample and the isotope-labelled
analogue added in the standard is achieved. It should be noted that
this assertion is only valid when the signal value obtained for the
determined analyte is higher (despite the low recovery value) than the
determined value of the limit of quantification of the methodology.

It is also important to highlight that the feasibility of perform-
ing determinations using the IDMS technique is contingent upon the
availability of a specific isotope equivalent of the analyte of appropri-
ate purity and the capacity to determine the amount of the analyte
added to the sample with an appropriate level of accuracy.

In order to employ the IDMS technique in analytical practice, the
following conditions must be met [9]:

* isotope-labeled analogues of the analyte are available (of
appropriate purity and, above all, durability);

* itis possible to measure the quantity of the standard with sat-
isfactory accuracy, precision and possibly low and, above all,
known uncertainty; all known sources of uncertainty must be
accounted for,
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the state of equilibrium between the analyte and its isoto-
pically determined counterpart must be reached (this is the
fundamental assumption of the IDMS technique),
the addition of the standard to the sample does not cause sig-
nificant changes in the composition of the matrix.

8.4 Conclusions

In conclusion, calibration represents an essential component of any

analytical procedure. The objective of calibration is to minimize mea-

surement errors, thereby ensuring the quality and reliability of the
results obtained (quality assurance and quality control [QA/QC]).

Furthermore, calibration plays a pivotal role in the development of

novel analytical procedures and in assessing their scope of applicabil-

ity. This is because, prior to their introduction into analytical practice,

such procedures must undergo validation in the laboratory through

the utilization of appropriate reference samples in model tests.
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MeTHOD VALIDATION

9.1 Introduction

Considerations concerning the determination of validation param-
eters should begin with explanation and description of the nature of
an analytical measurement. The key interests of analysts worldwide
are the signals following and resulting from a conducted measure-
ment. The goal of an analyst’s work is to obtain analytical informa-
tion about an investigated object based on a received output signal, a
result of a suitable measurement method. This signal reveals informa-
tion about the investigated sample. The analyst’s role is to “decode”
the obtained signal and do it in a manner such that the obtained
information is as reliable as possible [1]. A tool that decodes informa-
tion is an analytical process, including analytical methods applied in
the process.

Each signal is characterized by a particular quantity. In some
measurements, a signal may also be assigned a position (location).
Validation parameters are determined based on the analysis of the
obtained signal values, and one should be aware of this in the valida-
tion of any analytical method.

Validation of an analytical method includes testing of its important
characteristics. The final aim is to be certain that the analysis process
is reliable and precise, remains under total control of the operator and
leads to reliable results.

First of all, validation allows definition of a given analytical
method. Using the determined parameters, in the validation process,
there exists the possibility of estimating the usefulness (range of use)
for a given method and then choosing the optimal method.

As previously stated, for the measurement results to be trace-
able and have an uncertainty value provided, they must be obtained
using an analytical method that is subjected to a prior validation
process.
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Most often, a validation study is carried out when [2, 3]:

analytical method is being developed,

tests for the extension of the applicability of a known analyti-
cal method are being conducted, for example, determinations
of a given analyte, but in samples characterized by a different
matrix composition,

quality control of the applied method showed variability of its
parameters over time,

a given analytical method has to be used in another laboratory
(different from the one in which it has already been subjected
to the validation process) or using different instruments, or
determinations are to be performed by another analyst,

a comparison of a new analytical method with another, known
reference method is being performed.

'The parameter range, the determination of which should underlie

the validation process for a given analytical method, depends on the

following factors [4]:

the character of an analytical study to be carried out using a
given analytical method (qualitative or quantitative analysis,
analysis of a single sample or a routine analytical investigation),
requirements for a given analytical method,

time and costs, which need to be spent in the validation process.

'The parameters considered necessary for the validation of different

types of analytical procedures are presented in Table 9.1 [2, 5].

Table 9.1 Parameters Whose Determination Is Necessary for Different Types of Analytical
Procedures [2, 5]

PARAMETER ANALYSIS TEST IMPURITY TEST ~ ASSAY TEST

IMPURITY TEST
QUALITATIVE  LIMIT IMPURITY QUANTITATIVE

Precision —2 - + +

Correctness - a
Specificity +
Limit of detection —a
Limit of quantitation -2
Linearity —a -
Measuring range —a
Ruggedness +

o+
+4+++ 0+ +
A+ 0+ +

2 |t might be determined.
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Table 9.2 List of Analytical Procedure Parameters That
Should Be Validated According to the Recommendations of
ICH [6] and USP [7, 8]

PARAMETER

Precision — Repeatability
— Intermediate precision
— Reproducibility

o
=

NS
+

Accuracy

Limit of detection
Limit of quantification
Specificity/selectivity
Linearity

Measuring range
Robustness
Ruggedness

+ + + + +++ o+

+ 4+ + + 4+ + + +

'The more parameters included in the validation process, the more
time one should spend on the process. In addition, the more restric-
tive the assumptions for the limit values (expected) of the respective
parameters, the more often one should test, calibrate or “revalidate” a
given analytical method. It is not always necessary to conduct a full
analytical method validation. Therefore, one should determine which
parameters should be included in the process.

Table 9.2 contains the parameters which, according to the rec-
ommendations of the International Conference on Harmonization
(ICH) [6] and European and United States Pharmacopeia (USP)
[7, 8], should be included in the validation process.

Apart from determining validation parameters, before commenc-
ing validation, one should determine the basic features of an analyti-
cal method, namely [2]:

* type of the determined component (analyte),

* analyte concentration,

* concentration range,

* type of matrix and its composition,

* presence of interferents,

* existence of top-down regulations and requirements for the
examined analytical method,

* type of the expected information (quantitative or qualitative
analysis),
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* required limits of detection and quantitation,

* expected and required precision and accuracy of the entire
method,

* required robustness of the method,

* required instruments; whether the determinations using a
given method have to be carried out using a strictly defined
measuring instrument or instruments of a similar type,

* possibility of using a method already validated in another
laboratory(ies).

A validation process may be conducted in any order; however, it
seems most logical to proceed in the following manner [2, 4]:

* determine the selectivity in the analysis of standard solu-
tion samples (optimization of the separation conditions and
determination of analytes present in the standard solution
samples),

* determine the linearity, limits of detection and quantitation
and the measuring range,

* determine the repeatability (short-term precision), for exam-
ple, based on deviations of the obtained retention times and/
or chromatographic peak areas,

* determine the intermediate precision,

* determine the selectivity based on the results obtained in the
analyses of real samples,

* determine the accuracy/trueness based on the analysis of ref-
erence material samples containing an analyte at different
concentration levels,

* determine the robustness of a method, for example, based on
the results obtained in interlaboratory comparisons.

'The validation process requires the use of various tools such as [9]:

* blank samples (including so-called reagent blanks),

* standard solutions (calibration solutions, test samples),

* samples with a known quantity of added analyte (spiked with
the analyte),

* (certified) reference materials,

* repetitions,

* statistical processing of the results.
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In this book, we need to stress that the method can be subjected
to the validation process only when a suitable optimization study has
been conducted.

'The process of analytical method validation should be completed
with the final report, which includes all information concerning the
analytical method.

Validation parameter definitions and the manner of their determi-
nation are described below.

9.2 Characterization of Validation Parameters

9.2.1 Selectivity

Usually, the first determined validation parameter is selectivity. Using
basic logic, before one commences determination of the properties of
an analyte based on measurement of the obtained analytical signal,
one should make sure that a given signal is due only to the occurrence
of an analyte in an investigated sample.

A quite frequent problem is the interchangeable use of the terms
selectivity and specificity, although they differ in their essential
meaning.

According to the International Union of Pure and Applied
Chemistry (IUPAC) nomenclature [10], selectivity is defined as “the
extent to which it can determine particular analyte(s) in a complex
mixture without interference from other components in the mixture”.
Specificity is described by the IUPAC as the “highest selectivity” and
recommends not using the term specificity.

Selectivity is thus the ability of a method to differentiate the exam-
ined analyte from other substances. This characteristic is mostly a
function of the described measurement technique but can fluctuate
depending on the class or group of compounds to which the analyte
belongs, or the sample matrix. A specific method is one which shows
the highest selectivity.

Selectivity can be defined as [11] “the ability of an analytical pro-
cess to receive signals whose size depends almost entirely on the con-
centration of the examined analyte present in the sample”.

One can also propose a practical definition [9]: “selectivity is the
potential for an accurate and precise determination of the occur-
rence and/or concentrations of an analyte or groups of analytes in the
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presence of other components in a real sample under given measure-
ment conditions”.

Selectivity is therefore one of the main parameters characterizing
and describing an analytical method, especially a trace analysis [12].

From a practical point of view, an analytical measurement is selec-
tive when it is possible to differentiate measurement signals and assign
to them respective properties for a given analyte. This undoubtedly
depends on the parameters of the obtained signal. If the signal is char-
acterized only by its intensity, one should prove that its size depends
only on the investigated properties of a given object. For example, if
the mass of a sample is being determined using an analytical balance,
then an analyst must be certain that the measured value is due to the
real mass of a sample and not, for example, refuse on the balance’s
tray. This example shows that problems related to selectivity are also
linked with direct measurements.

A different situation is observed concerning selectivity when sig-
nals are characterized by an additional parameter — position (place).
Such a situation takes place in chromatography for example, where
retention time additionally characterizes the output signal and assigns
it to a specific analyte. In such a case, it becomes necessary to deter-
mine the smallest differences between the positions for each analyte,
for which the distinction between the obtained signals is possible.

'The requirement of selectivity for a measurement process depends
first of all on the composition of an analyzed sample [11]. Selectivity
is more difficult to obtain:

* the more unknown the sample composition is,

* the more complex the sample’s matrix composition is,

* the more similar the properties of the matrix components,
* the greater the number of analytes,

* the smaller the analyte concentration,

* the greater the resemblance between analytes.

An increase in the selectivity of an analysis may be obtained by:

* the use of selective analytical methods,

* elimination of the influence of interferents by removing or
concealing them,

* isolation of the analyte from the matrix.
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Depending on the type of analytical technique, the various ways of
expressing selectivity are different.

9.2.2 Linearity

When an investigated property is certain to be associated with a given
signal, one should determine the dependence between these quanti-
ties. A linear dependence most frequently occurs in analytical chem-
istry. The vast majority of analytical measurements use the calibration
step, when the output signals are assigned to corresponding analyte
concentrations [13]. To determine the functional dependency associ-
ating the output signal with analyte concentration, the linear regres-
sion method is commonly used. It is also applied in the determination
of some validation parameters, such as:

* linearity,
* trueness (based on the value of biases),
* limits of detection and quantitation.

It is also widely used in the calibration of measuring instruments.

Linearity is defined as an interval in the measurement range of an
analytical method in which an output signal correlates linearly with
the determined analyte concentration.

The most frequent manner of determining linearity is by using a
graph of measuring instrument calibration. To this end, measure-
ments of standard solution samples are conducted on at least six
levels of concentrations (most often three parallel measurements
for each level). Naturally, the selection of analyte concentrations in
standard solution samples should be such that their range should
include the expected analyte concentration in an investigated
sample (the concentration range usually covers values from 50% to
150% in relation with the expected results of an analysis) [14]. Then,
using the linear regression method, one determines the regression
parameters.

According to some recommendations [15], it is sufficient to calcu-
late the coefficient of regression. Then, if this value is at levels equal to
at least 0.999, we may talk about the linearity of the method within
the range of concentrations for which standard solutions were pre-
pared to determine the calibration graph.
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Unfortunately, this manner of documenting linearity does not
always lead to correct conclusions. It can happen that the high value
obtained for the coeflicient of regression 7 (or the coeflicient of deter-
mination 72) does not necessarily prove the linearity of a method.

The coeflicient of regression may be used to infer the linearity of
an analytical method only when standard solutions, based on which
the calibration curve is determined, fulfill the following requirements

[14-17]:

* they include the expected analyte concentration in the inves-
tigated sample(s) within their own range of concentrations,

* they include no more than three orders of magnitude of ana-
lyte concentrations within their own range,

* they evenly “cover” the whole range of concentrations.

In addition, it is very important to determine a suitable dependence
and the “visual” analysis of the obtained graph.

Because of the ambiguity in the usage of the coeflicient » as a mea-
sure of linearity, additional methods for proving linearity have been
proposed.

In addition, the significance of the calibration graph coeflicients
needs to be determined. The slope should differ statistically and sig-
nificantly from 0, and in the case of an intercept, its value should not
differ in a statistically significant way from 0. To ascertain this, one
should calculate the values of the Student’s # test (Section 1.8.9).

Another approach is to draw a so-called graph of constant response

described by the following dependence [2]:

%: F(x) 9.1)

where:
y — signal of a measuring instrument,
x — analyte concentration in a standard sample corresponding to
a given signal.

When the range of concentrations is sufficiently large (includ-
ing three or more orders of magnitude), the concentrations may be
marked on the graph in a logarithmical scale. On such a graph, the
sustained response is marked (calculated usually as an arithmetical
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mean of individual values y/x) in the form of a line parallel to the
X-axis, along with the admissible deviations from this value (most
often +5%). Values (points) lying outside the determined range cor-
respond to analyte concentrations that lie outside the linear range of
the measuring instrument.

Naturally, this process can only be used when an intercept of the
determined simple dependence y = f{x) does not differ in a statistically
significant manner from zero, which is not always the case.

In some studies, one can find unambiguous and categorical state-
ments that the value of coefficient » cannot serve to determine the
degree of dependence between variables and should be replaced by
another statistical tool or specific tests for proving linearity [18]. One
of the recommended tools is variance analysis. One can also use other
methods and statistical tools such as [19-22]:

* test of adequacy,

* Mandel’s test,

* quality factor,

* Student’s # test (Section 1.8.9).

When proving linearity is based on the analysis results of the
standard solution series with the simultaneous drawing of a calibra-
tion graph, it is logical to prove to what extent the calibration curve
reflects the signals for standard solution samples. One can ascertain
this through the calculation of relative errors for each concentration,
with the reference value being the analyte concentration in the stan-
dard sample, and the experimental value being that calculated from
the equation of a straight calibration line [23].

Linearity by no means signifies that within the entire range of
concentrations, the function describing the dependence of the output
signal on the analyte concentration assumes one form (the same cali-
bration curve coeflicients). Linearity is a characteristic showing the
linear dependence of a signal on the determined quantity and can be
described, for a given range, by several equations depending on the
level of analyte concentrations [24, 25].

It is also necessary to explain the difference between correla-
tion and regression. Correlation describes the degree of connection
between two variables, and regression describes the manner of their
dependence [18].
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Example 9.1

Problem: Draw the calibration curve based on the results of the
analyte concentration determination results in six standard solution
samples (three independent measurements per each of the solutions).
Calculate the regression parameters of the calibration curve.

Make an appropriate graph.

Data: results:

DATA
X y
1 2 1.12
2 2 1.20
3 2 1.08
4 4 2.11
5 4 2.32
6 4 2.23
) 6 3.33
8 6 3.54
9 6 3.41
10 8 412
" 8 432
12 8 4.44
13 10 5.67
14 10 5.76
15 10 5.51
16 12 6.97
17 12 6.78
18 12 6.66
SOLUTION:
n 18
Slope—»b 0.5642
Intercept —a —0.029
Residual standard deviation - S0, 0.14
Standard deviation of the slope — SO, 0.0099

Standard deviation of the intercept — SO, 0.077
Regression coefficient — r 0.9976
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Graph:
8
7 y = 0.5642x - 0.029 s
R? = 0.9951
6
5
g
5 4
®
3
2
1
0
0 2 4 6 8 10 12

content

Excel file: exampl_9_1.xls

Example 9.2

Problem: Using the data from Example 9.1, examine the significance
of the differences in the slope and the intercept of a calibration line
and the value 0. Apply the Student’s # test.

Calculations should be performed for the significance level @ = 0.05.

Data: results:

DATA DATA
X y X y
1 2 1.12 10 8 4.12
2 2 1.20 " 8 4.32
3 2 1.08 12 8 4.44
4 4 2.11 13 10 5.67
5 4 2.32 14 10 5.76
6 4 2.23 15 10 5.51
1 6 3.33 16 12 6.97
8 6 3.54 17 12 6.78
9 6 341 18 12 6.66
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SOLUTION:
n 18
Slope -4 0.5642
Intercept — a —-0.029
Residual standard deviation - SD,, 0.14
Standard deviation of the slope — S0, 0.0099
Standard deviation of the intercept — S0, 0.077
Regression coefficient — r 0.9976
t, 57.062
t 0.378
i 2.120

Conclusions:

Statistically significant difference between the slope and 0.

No statistically significant difference between the intercept and 0.

Excel file: exampl_9_2.xls

Example 9.3

Problem: Using the data from Example 9.1, draw a graph of sustained
response, marking the lines of the interval for the values deviating
+5% from the mean.

Data: results:

DATA DATA
X y X y
1 2 1.12 10 8 4.12
2 2 1.20 " 8 4.32
3 2 1.08 12 8 4.44
4 4 2.11 13 10 5.67
5 4 2.32 14 10 5.76
6 4 2.23 15 10 5.51
1 6 3.33 16 12 6.97
8 6 3.54 11 12 6.78
9 6 3.41 18 12 6.66
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SOLUTION:
724
1 0.56
2 0.60
3 0.54
4 0.53
] 0.58
6 0.56
) 0.56
8 0.59
9 0.57
10 0.52
1 0.54
12 0.56
13 0.57
14 0.58
15 0.55
16 0.58
117 0.57
18 0.56
Xn X, — interval% X, + interval%
0.56 0.53 0.59
Graph:
075
070
065
060 .
055 ¢ ® e : :
0.50 :
045

Excel file: exampl_9_3.xls
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Example 9.4

Problem: Using the data from Example 9.1, calculate the values of the
relative errors for individual values x, assuming the reference value to
be x, and the experimental value to be the value calculated from the
calibration curve equation.

Assume an appropriate limit for the relative error and draw
conclusions.

Data: results:

DATA
X y
1 2 1.12
2 2 1.20
3 2 1.08
4 4 2.11
5 4 2.32
6 4 2.23
) 6 3.33
8 6 3.54
9 6 3.41
10 8 4.12
1" 8 4.32
12 8 4.44
13 10 5.67
14 10 5.76
15 10 5.51
16 12 6.97
17 12 6.78
18 12 6.66

Relative error—¢, %  5.00

SOLUTION:

Number of results — n 18
Slope—b 0.5642
Intercept —a —0.029
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g% CONCLUSION
1 1.83 0K
2 8.92 "
3 -1.72 0K
4 =522 "
5 4.08 0K
6 0.10 0K
1 -0.78 0K
8 543 H
9 1.59 0K
10 -8.08 il
1 -3.65 0K
12 —-0.99 0K
13 1.01 0K
14 2.60 0K
15 -1.83 0K
16 3.37 0K
17 0.56 0K
18 -121 0K

Excel file: exampl_9_4.xls

9.2.3 Limit of Detection and Limit of Quantitation

The next validation parameters that need to be determined are the
limit of detection (LOD) and the limit of quantitation (LOQ). The
values of these parameters are closely related to the magnitude of
noises in the measurement system.

Signal to noise ratio (S/N) is a unidimensional quantity which
describes the relationship of an analytical signal to the mean noise
levels for a specific sample. The value of this parameter can serve
to determine the influence of noise level on the relative measure-
ment deviation. It can be calculated in different ways, but the most
common method is the relationship of the arithmetical mean of the
results in a measurement series for blank samples (or samples con-
taining analyte in a very low level) to the standard deviation obtained
for this series.

LOD is the lowest concentration (smallest quantity) of an analyte
than can be detected with statistically significant certainty [26]; this
value is z-times the noise level — it is most often three times as high.
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Method detection limit (M DL) is the lowest concentration (small-
est quantity) of an analyte that can be detected using a given analyti-
cal procedure.

Instrumental detection limit (e.g. detector) (IDL) is the low-
est concentration (smallest quantity) of an analyte which can be
detected (without quantitative determination) using a given measur-
ing instrument.

LOQ is the quantity or the smallest concentration of a substance
that can be determined using a given analytical procedure with an
assumed accuracy, precision and uncertainty. This value should be
estimated using a suitable standard sample and should not be deter-
mined through extrapolation [27].

LOD and LOQ are parameters which play an unusually significant
role in the validation of analytical procedures. Although the meaning
of these parameters and their understanding do not raise questions,
the determination of their values itself is sometimes problematic. This
can be attributed to several reasons:

* alarge number of definitions describing the notions of both
the LOD and the LOQ,

* practical difhiculties in univocally determining the basic
parameter deciding the LOD — namely, the magnitude of the
noise level in a given measuring instrument.

The manner of determining an LOD depends on the following
factors:

* nature of the analytical method (the manual method and the
method based on utilization of a suitable gauge as well),

* characteristics of the applied instrumental technique,

* possibilities of obtaining (producing) so-called blank samples.

Depending on these parameters, there exist several ways of deter-
mining (estimating) the LOD.

9.2.3.1 Visual Estimation For a classical method (noninstrumen-
tal) for which it is not possible to determine the noise level of the
applied measuring instrument, one estimates the LOD based on one’s
own experiment. Based on the results of sample analysis with the
known analyte concentration (standard solutions), one estimates this
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concentration level at which detection is possible. This method can
also be used for instrumental techniques.

9.2.3.2 Calculation of LOD Based on the Numerical Value of the S/N
Ratio When calculating the LOD, one uses the determined S/N
ratio for the investigated analytical procedure [2]. This method can
be applied only when it is possible to obtain the baseline of noises,
obtained when a blank sample is subjected to final determination.

In this instance, the simplest and most commonly applied way of
calculating the LOD is to determine the S/N ratio for a blank sample
(if it is possible) or for a sample with a very low analyte concentration,
and then to directly apply the principle that LOD is three times the
noise level for an applied analytical method.

In the case of chromatography, one can determine the LOD value
using the obtained chromatogram for a blank sample. To this end, one
describes the noise level — measuring range signal changes close to
the retention time for an analyte on a chromatogram (one can assume
the retention time range as #,, + of 0.5 min). This quantity is then
multiplied by 3, and the obtained signal value is converted into a
concentration.

9.2.3.3 Calculation of LOD Based on Determinations for Blank Samples A
more labor-consuming method, but one that is also metrologically
more correct, uses a measurement for a series of blank samples. It
involves 10 independent measurements for 10 independently prepared
blank samples [28].

For the thusly obtained 10 results, one calculates the mean value
and the standard deviation. LOD is equal to the mean value magni-
fied by three times the standard deviation in this instance.

LOD =x,+3-8D 9.2)

where:
x,, — mean value,
SD — standard deviation.

In practice, however, it is seldom possible to obtain a numerical
value for the mean; it seems paradoxical to obtain a result for a value
which by definition should be a submarginal quantitation. The method
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would only have some application when the analyte concentration was
measurable for a blank sample, that is, the so-called background level
is above the LOD for the applied detector (i.e. the analyte concentra-
tion in a blank sample is at least equal to the LOQ_for the applied
detector).

Otherwise, it is possible to use the described method with a cer-
tain modification [28, 29] — namely, 10 independent determinations
are performed for samples in which the analyte concentration is close
to the expected LOD; of course, such samples are prepared through
spike in the blank samples with quantifiable amounts of the analyte.
'The manner of conduct is then similar to the previously described one,
with the one difference being that the LOD is calculated according
to the formula:

LOD=0+3-8D 9.3)

The modification is the preparation of 7 samples with analyte con-
centrations on a level close to the expected LOD. Of course, it would
be most convenient to prepare standard solutions in which matrix
compositions correspond to the matrix composition of real samples.
One then performs an analysis on such prepared samples, receiving a
series of 7 results for which one calculates the mean value and stan-
dard deviation. LOD is calculated using a dependence described by
an equation for the number of degrees of freedom f=n — 1, where 7
is the number of independent samples and the accepted level of sig-
nificance a.

LOD=¢-SD (9.4)

where:
¢ — parameter of the Student’s # test,
SD — standard deviation.

If the prepared standard solution samples are subjected to analysis
using a given analytical procedure, then the determined LOD is also
the MDL. If determinations are instead performed directly on the
prepared standard solution samples, then IDL are determined in this
manner.

9.2.3.4 Graphical Method This method involves analyses of measure-
ment series for three standard solution samples containing an analyte
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at three levels of concentration (close to the expected LOD for the
samples). For each level of analyte concentration, one should perform
at least six parallel determinations, and then for each series of mea-
surements obtained in this way, calculate the standard deviations. A
linear dependence is determined which associates the calculated stan-
dard deviations with the respective concentrations:

SD= £(c) 9.5)

Then, one determines the absolute term SD, after which one deter-
mines the LOD according to the following dependence:

LOD=3-8D, (9.6)

9.2.3.5 Calculating LOD Based on the Standard Deviation of Signals and
the Slope of the Calibration Curve One most often applies analytical
methods in which the final determination is based on the indirect
measurement principle. In this case, it is indispensable to perform
calibration that will influence the LOD [2, 6].

In this case, LOD is calculated using the following dependence:

3.3-8D

LOD = 9.7)

where:
b is the slope of calibration curve.

Standard deviation can be determined in three different ways:

* as a standard deviation of results obtained for the series of
blank samples — SD,,,

* as a residual standard deviation of the calibration curve —
SD,,, described by the dependence (1.68),

* as a standard deviation of the intercept of the obtained cali-
bration curve — §D,.

Of course, the limit of detection (for the analytical method or the
applied detector) will be calculated depending on which parameters
were used to calculate the standard deviation. Hence, if measure-
ments are conducted based on analyses of blank samples subjected to
the whole analytical procedure, the MDL is the determined quantity.
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When the LOD is calculated based on parameters of the determined
calibration graph (residual standard deviation or standard deviation
of the intercept), the calculated value is the LOD for the measuring
instrument. It is also important to appropriately select concentrations
of standard solutions to draw the calibration graph (it is known that
the calibration graph has a straight-line range in a strictly specific
interval of concentrations and that its plot most likely has different
concentration level characteristics close to the LOD).

9.2.3.6 Calculation of LOD Based on a Given LOQ LOQ_is the lowest
analyte concentration which can be determined with a suitable preci-
sion and accuracy. One performs measurements for standard solutions
(matrix standards) on at least five levels of concentrations [2, 28]. For
each solution, one performs six parallel measurements. For each level
of concentrations, the coefficient of variation (CV) is calculated, and
the graph of the f{¢) dependence is drawn. The required precision for
the LOQ_is determined (usually = 10%), and for this value, the con-
centration equal to the LOQ is read on the graph. The LOD is calcu-
lated as: LOD = LOQ/3.

Figure 9.1 presents the construction of the graph and the calcula-
tion of the LOQ [28].

required precission,
eg. 10%

CV, %

0 T T T T T T T T |
0 1 2 3 4 5 6 7 8 9

Analyte content

Figure 9.1 Construction of the graph and calculation of the limit of quantitation [28].
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Table 9.3 Methods for Determining Detection Limits: Requirements, Disadvantages and
Advantages [27]

METHODS FOR
CALCULATING LOD REQUIREMENTS DISADVANTAGES/ADVANTAGES
Visual check Sample with known analyte Quick method
content (standard solution or Estimation
matrix standard) Mostly used in case of classical
analysis (non-instrumental)
Requires vast analytical experience
Calculations based ~ Sample with known analyte Quick method
on the S/N ratio content (standard solution or Used only for measuring equipment
matrix standard) It is possible to determine the S/N ratio
Calculations based  Series of blanks or samples with  Labor- and time-consuming method
on the known analyte content (standard  that does not consider the influence
measurements for  solution or matrix standard) of calibration on LOD
sample blanks Probability is used for estimating LOD
Calculations based  Series of standard samples at Relatively quick method
on graphical three concentration levels, at It includes the influence of calibration
method least six measurements for each  procedure on LOD value

standard sample
Calculations based  Series of blanks or samples with  Labor- and time-consuming method
on standard known analyte content (standard It includes the influence of calibration
deviations of solution or matrix standard) procedure on LOD value
signals and slope  Standard solutions for calibration Method “motivated” by metrology
of calibration curve  curve preparation

Calculations based  Series of standard solutions Indirect method
on limit of Assumed relative standard LOD calculated based on the
quantification, LOQ  deviation for LOQ determined LOQ

LOD value (LOQ) depends on the
assumed measurement precision

Table 9.3 compares all the described methods of calculating the
LOD, together with their short characterizations [27].

9.2.3.7 Testing the Correctness of the Determined LOD Many of the
aforementioned ways of calculating the LOD are based on the deter-
mination of analyte concentration in the prepared standard solution
samples. The solutions should be characterized, while calculating the
LOD of an analytical procedure, with two basic features:

* matrix composition should be as close to the matrix composi-
tion of real samples as possible,
* analyte concentration should be on alevel close to the expected

LOD.
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It is known that the standard deviation for the set of measurement
results determining the analyte concentrations in standard solution
samples strictly depends on the concentration levels of a determined
component. It can happen that the concentrations in standard samples
are considerably higher than the calculated LOD. To check the calcu-
lated LOD, one should fulfill the following conditions [29]:

10-.OD>¢,, 9.8)
LOD<c, . 9.9)

where:
¢,;» — the analyte concentration in a standard solution sample

m

with the lowest concentration.

If condition (9.8) is not fulfilled, it will signify that the concentra-
tion in the prepared standard samples is too high. One should then
calculate the LOD for newly prepared standard solutions with a lower
analyte concentration. Inversely, when the condition (9.9.) is not ful-
filled, the analyte concentration in the prepared standard samples is too
low. In this case, one should remeasure and recalculate using standard
solutions in which the analyte occurs in higher concentration levels.

In order to test the trueness of the calculated LOD, one can also
estimate the S/N ratio based on the following dependence [29].

xm
SN =" (9.10)

According to the definition of LOD, the numerical value of this
ratio should be between 3 and 10. When it is higher, the determined
LOD is greater than the numerical value, and one should conduct
remeasurement for lower concentrations of the analyte in standard
solution samples.

One should also pay attention to the recovery of the analytical
method in measurements conducted for standard solutions. Recovery
can be calculated using the dependence [29]:

%R =" [%] (9.11)

c

where:
%R — recovery of an analyte for a given analytical procedure.
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A recovery being too low results in an undervaluation of the calcu-
lated LOD.

As previously stated, the described methods of testing the correct-
ness of the calculated LOD can only be applied when the measure-
ments are performed using prepared standard solutions.

'The described ways of determining the LOD and/or quantitation
permit the determination of both the MDL and the IDL.

The choice of a suitable means for determining the LOD depends
on the purpose of the limit and the requirements of a given analyti-
cal method. For the validation of an analytical method, it is recom-
mended to use a way the assumptions of which are based on chemical
metrology; the value of the determined LOD is associated with sta-
tistical parameters such as:

* level of probability,
* number of degrees of freedom.

For individual measurements, it is recommended to apply a less
time-consuming method.

It must be stated that the determined LOD should always be given
the description and parameters of the method applied in its calculation.

'The determined limits of detection and quantitation also show the
quality of measurements conducted using a given analytical method
[30-32].

Determining limits of detection and quantitation allows the
unequivocal determination and presentation of results in the proxim-
ity of these values. A correct method for recording a determination
result depending on the quantity of an analytical signal is presented
in Table 9.4.

It has to be stressed that both LOD and LOQ_are the param-
eters which are estimated. It means that its presentation should have
a maximum of two significant digits.

Table 9.4 Correct Method for Recording a
Determination Result

RESULT, x RECORDING OF RESULT

x< LOD Not determined
LOD< x< LOQ  Not quantified
x>1L0Q Value of concentration
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Example 9.5

Problem: Using the given analyte concentration determinations for blank
samples, estimate LOD and LOQ for the validated analytical method.

Using the calculated S/N ratio, examine the correctness of the
determined LOD.

Data: results, ng/g:

DATA

1 0.155

2 0.132

3 0.143

4 0.121

5 0.145

6 0.113

7 0.137

SOLUTION:

X 0.135 ng/g
SD 0.014 ng/g
LoD 0.18 ng/g
Loq 0.54 ng/g

LOD=x,+3-SD

S/N:xi
SD

SIN 9

Conclusion: The §/N ratio is in the range 3 + 10, therefore the calcu-
lated LOD is correct.

Excel file: exampl_9_5.xls

Example 9.6

Problem: When the measurements were performed on blank samples,
it was noticed that the obtained values of signals cannot be measured.
Hence, the standard solutions were made with concentrations near the
expected LOD, and based on the measurements for these solutions,
the estimation was made for LOD and LOQ.

Check the correctness of the LOD determination through the com-
parison with the standard solution concentration.
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Data: results, ng/g:

DATA

0.235
0.253
0.258
0.254
0.244
0.258
0.250

O OOl AW N -

SOLUTION:

SD 0.0091 ng/g
LoD 0.027 ng/g
Loq 0.082 ng/g

LOD=0+3-8D
10-LOD > ¢,
LOD<c,,,

Conclusion: Calculated LOD is lower than standard solution concen-
tration used for its determination, and 10 times LOD is higher than
standard solution concentration, calculated LOD is correct.

Excel file: exampl_9_6.xls

Example 9.7

Problem: Using the data given determinations of the analyte concen-
trations for blank samples, estimate the LZOD and LOQ of the vali-
dated analytical method, using the Student’s # test.

Using the data calculated S/N ratio, check the correctness of the
determined LOD.

Data: results, mg/dm?:

DATA

8.8
1.6
9.2
9.5
6.8
74
9.6

~N OO QG BN —

a 0.05
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SOLUTION:
X 8.41 mg/dm?
SD 1.13 mg/dm3
t 2.447
LoD 2.8 mg/dm3
Loa 8.3 mg/dm3
LOD=¢-8D
/N =
SD
SIN 7

Conclusion: §/Nratio is in the range 3 + 10, and the calculated LOD

is correct.

Excel file: exampl_9_7.xls

Example 9.8

Problem: Using the given analyte concentration determinations
for standard solution samples, estimate the LZOD and LOQ using a
graphical method. Draw an appropriate graph. Present LZOD in units
of the analyte concentration in standard solutions applied for LOD
estimation.

In addition, check the correctness of the LOD determination
through a comparison with the standard solution with the lowest
concentration.

Data: results:

CONCENTRATION, ppm

0.11 0.15 0.23
SIGNALS

1 101 198 298
2 144 177 237
3 124 132 222
4 174 156 257
5 102 205 243
6 111 193 313
1 121 135 235
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Signal

150

SOLUTION:
CONCENTRATION SIGNAL SD (SIGNAL)
0.11 125.3 26.1
0.15 170.9 30.1
0.23 257.9 34.4
SD, 19.2 Signal
LoD 0.013 ppm
Loq 0.040 ppm
Graph:
40.0 -
301 y =67.5x +19.2
30.0 -
250 1
g
g 20.0 -
a
9 150 |
10.0 -
5.0 -
0.0 . . ; : ’
0 0.05 0.1 0.15 0.2 0.25
concentration
Graph_calibration:
y=1102x + 4.6 -
200 /
A
P

Concentration, ppm
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10-LOD >,
LOD<c,,

Conclusion: Calculated LOD is lower than the lower concentrated
standard solution used for its determination, and 10 times LOD is
higher than the lower concentrated standard solution; the calculated
LOD is correct.

Excel file: exampl 9_8.xls

Example 9.9

Problem: Using the data from Example 9.8, estimate the LOD and
LOQ via the method using parameters of the calibration curve.
Present the value of LZOD in the units of standard solution concen-
tration, applied in LOD estimation.
Also check the correctness of LOD determination, comparing the
calculated value with the value of the analyte concentration in the
standard solution with the lowest concentration.

Data: results:

CONCENTRATION, ppm SIGNAL

1 0.11 101
2 0.11 144
3 0.11 124
4 0.11 174
5 0.11 102
6 0.11 111
1 0.11 121
8 0.15 198
9 0.15 177
10 0.15 132
1" 0.15 156
12 0.15 205
13 0.15 193
14 0.15 135
15 0.23 298
16 0.23 237
11 0.23 222
18 0.23 257
19 0.23 243
20 0.23 313

21 0.23 235
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SOLUTION:
Number of results — n 21
Slope—-»b 1102
Intercept—a 4.6
Residual standard deviation — $0,, 29.6
Standard deviation — S0, 129
Standard deviation — SD, 22.1
Regression coefficient — r 0.8901
LoD (sb,,) 0.089 ppm
Lob (sb,) 0.066 ppm
LOD (mean) 0.077 ppm
3.3-8D
LOD =
Graph:
350
300 :
y=1102x + 4.6
250
— 200
g
k=)
@ 450
100
50
0
0 0.05 0.1 0.15 0.2 0.25

concentration, ppm

10-20D >,
LOD<c,,

Conclusion: Calculated LOD is lower than the lower concentrated
standard solution used for its determination, and 10 times LOD is

higher than the lower concentrated standard solution; calculated LOD
is correct.

Excel file: exampl_9_9.xls
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Example 9.10

Problem: Using the analyte concentration determinations for stan-
dard solution samples, estimate the LOD and LOQ by a method using
the parameters of the calibration curve.

Present the values of LOD in units of standard solution concentra-
tions applied for LOD determination.

Also check the correctness of LOD determination comparing the
calculated value with the analyte concentration in a standard solution
with the lowest concentration.

Data: results:

CONCENTRATION, ppm SIGNAL

1 1.2 1460

2 1.2 1725

3 1.2 1150

4 1.2 1025

5 1.2 1825

6 1.2 1310

1 2.5 1950

8 2.5 1630

9 2.5 2200

10 2.5 1650

" 2.5 2000

12 2.5 1980

13 33 2900

14 33 3200

15 33 3245

16 33 2850

17 3.3 3500

18 33 3890

SOLUTION:

Number of results — n 18
Slope—-b 831
Intercept—a 254
Residual standard deviation - S0, 447
Standard deviation — S0, 122
Standard deviation — SD, 303

Regression coefficient — r 0.8627
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LoD (SD,,) 1.8 ppm
LOD (SD,) 1.2 ppm
LOD (mean) 1.5 ppm
.3-8D
L.OD = 338
Graph:
4500
4000 .
3500 y =831x + 254 .
3000 :
= 2500
) .
® 2000 L]

o
8
. e

.o

0 05 1 15 2 25 3

concentration, ppm

10-LOD > ¢,
LOD<c,,,

Conclusion: Because the concentration of a solution with the lowest
concentration is lower than the calculated LOD, standard solutions
with a higher concentration were made, and new calculations were
made for the new series of data (without measurements for the solution
with the lowest concentration).

Data (2): results:
CONCENTRATION, ppm  SIGNAL CONCENTRATION, ppm  SIGNAL

1 2.5 1950 10 3.3 2850
2 2.5 1630 " 3.3 3500
3 2.5 2200 12 3.3 3890
4 2.5 1650 13 4.7 3640
5 2.5 2000 14 4.7 4650
6 2.5 1980 15 4.7 3860
1 33 2900 16 47 4750
8 3.3 3200 17 47 4450
9 3.3 3245 18 47 4025
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SOLUTION (2):

5000

4500

4000

3500

3000

2500

signal

2000

1500

1000

500

Number of results — n 18
Slope - b 1016
Intercept —a —425
Residual standard deviation - S0, 437
Standard deviation — S0, 113
Standard deviation — S0, 410
Regression coefficient —r 0.9132

Lob (sb,,) 1.4 ppm
LoD (sb,) 1.3 ppm
LOD (mean) 1.4 ppm
Graph (2):
y =1016x - 425
0.5 % 1.5 é 25 é 35 ; 45 5

concentration, ppm

Conclusion (2): Calculated LOD is lower than the lower concentrated
standard solution used for its determination, and 10 times LOD is
higher than the lower concentrated standard solution; the calculated
LOD is correct.

Excel file: exampl_9_10.xls
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Example 9.11

Problem: Using the values of the analyte concentration determina-
tions for standard solution samples, estimate the LOQ and then the
LOD using an LOQ determination method based on the assumed
value of determination precision. Assume the maximum value of the
coeflicient of variation to be CV'=5%.

Draw an appropriate graph.

Present LZOD in units of the standard solution concentration applied
tor LOD determinations.

Data: results:

CONCENTRATION, ppm
50 100 200 300 400 500
SIGNALS

1 104 198 444 635 800 1000
2 144 177 450 650 810 990
3 124 232 470 660 805 995
4 124 200 400 620 825 1010
5 102 205 445 610 820 1005
6 111 193 450 625 840 1015
) 121 235 470 615 830 995
SOLUTION:

CONCENTRATION, ppm  CV, %

5.0 12.2
10.0 10.2
20.0 5.24
30.0 2.95
40.0 1.75
50.0 0.898

Loq 22 ppm

LoD 7.3 ppm
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Graph:
14.0%
12.0% -
10.0% -
T 80% -
e
2
CA
S 6.0% |
1)
5%
4.0% -
2.0%
0.0% . — . ; . .
0 10 2022 30 40 50 60
concentration
Excel file: exampl_9_11.xls
9.2.4 Range

Determination of linearity and the LOQ _enables the determination of
a measuring range for an analytical method. A measuring range is a
range of values (analyte concentrations) in which the error of a measur-
ing instrument is below the assumed value. In practice, it is described
as an interval between the LOQ and the highest analyte concentration
for which a measuring system shows an increase in the output signal.

Example 9.12

Problem: Determine the calibration curve based on analyte con-
centration determinations in eight standard solutions samples (five
independent measurements for each solution). Calculate regression
parameters of the calibration curve.

Prepare an appropriate graph.

Using the determinations for standard solution samples for three
lowest concentration levels, estimate the LOD and LOQ using a tech-
nique based on using parameters of the calibration curve.

Present the LZOD in units of standard solution concentration applied
in LOD estimation.

Also check the correctness of LOD determination comparing the
calculated value with the analyte concentration in the standard solu-
tion with the lowest concentration.

Present the measuring range of the analytical method.
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Data: results:

CONCENTRATION, ppb SIGNAL

1 0.65 780

2 0.65 745

3 0.65 756

4 0.65 770

] 0.65 735

6 1.12 1420

) 1.12 1450

8 1.12 1425

9 1.12 1350
10 1.12 1411
" 2.44 3100
12 2.44 3005
13 2.44 3000
14 2.44 3100
15 2.44 3105
16 3.75 4700
17 3.75 4650
18 3.75 4850
19 3.75 4760
20 3.75 4690
21 5.25 6750
22 5.25 6800
23 5.25 7100
24 5.25 6690
25 5.25 6990
26 7.8 10,100
21 7.8 10,000
28 7.8 9900
29 7.8 10,350
30 7.8 10,150
31 10.4 13,400
32 10.4 13,200
33 10.4 13,300
34 10.4 13,000
35 10.4 12,950
36 133 16,600
31 133 16,745
38 133 16,600
39 133 16,200
40 133 16,500
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SOLUTION (CALIBRATION):
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Number of results — n 40
Slope — b 1255.9
Intercept—a 59
Residual standard deviation - S0, 200
Standard deviation — S0, 7.4
Standard deviation — SO, 52
Regression coefficient — r 0.9993

SOLUTION (LOD):
Number of results — n 15
Slope—-»b 1280
Intercept—a -52
Residual standard deviation — S0, 45
Standard deviation — S, 15
Standard deviation — SD, 24
Regression coefficient — r 0.9991
Lob (sb,,) 0.12 ppb
Lob (sp,) 0.063 ppb
LOD (mean) 0.089 ppb
Loq 0.27 ppb
Range 0.27 =133 ppb

3.3-8D
LOD =
Graph (calibration):
18000
16000
y =1255.9x + 59

14000 -

12000 -

10000

8000

6000

4000

2000

]
0 2 4 6 8 10 12

concentration, ppb
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Graph (LOD):

3500

3000

y = 1280x - 52

2500

2000

signal

1500

1000

500

0 05 1 15 2 25 3
concentration, ppb

10-LOD >,

LOD<c,,,

Conclusion: The calculated LOD is lower than the lower concen-
trated standard solution used for its determination, and 10 times ZOD

is higher than the lower concentrated standard solution; the calculated
LOD is correct.

Excel file: exampl_9_12.xls

9.2.5 Sensitivity

Sensitivity is a parameter that is not a necessary parameter in the vali-
dation of an analytical method. One can determine its value based
simply on the parameters of the calibration curve. Sensitivity is the
relationship of change in the output signal of a measuring instrument
to the change in the analyte concentration that induces it. Thus, sen-
sitivity shows the smallest difference in the analyte concentration that
can be ascertained using a specific method (it is a slope of a calibration
graph: signal in the concentration function).

As a recapitulation, Figure 9.2. presents the interpretation of lin-
earity, measuring range, LOD, LOQ_and sensitivity [28].
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range

/\ \/———_—_
] linearit
£ /
o
()

slope
sensitivity
intercept {

J LOQ analyte content

Figure 9.2 Interpretation of linearity, measuring range, limit of detection and limit of quantita-
tion and sensitivity [28].

9.2.6 Precision

Each of the parameters below is determined based on the calculated
standard deviation for the series of measurements, and therefore
the manner of conduct in their determination will be described
together.

Repeatability, intermediate precision and reproducibility can be
determined based on the determined standard deviation, relative
standard deviation or the so-called coeflicient of variation.

Precision is the closeness of agreement between indications or
measured quantity values obtained by replicate measurements on the
same or similar objects under specified conditions [26].

It is associated with random errors and is a measure of dispersion
or scattering around the mean value, usually expressed by a standard
deviation.

Repeatability is the measurement precision under a set of repeat-
ability conditions of measurement [26]. The precision of results is
obtained under the same measurement conditions (a given laboratory,
analyst, measuring instrument, reagents, etc.). It is usually expressed
by a repeatability standard deviation, variance, relative standard devi-
ation or coeflicient of variation.
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Intermediate precision is the precision of results obtained in a given
laboratory over a long-term process of measuring. Intermediate preci-
sion is a more general notion (due to the possibility of changes in the
greater number of determination parameters) compared to repeatability.

Reproducibility is the precision of results obtained by different
analysts in different laboratories using a given measurement method.

In determining repeatability, it is recommended for an analysis to
be conducted on samples characterized with different analyte concen-
trations and differing in matrix composition.

According to recommendations by the ICH [6], standard deviation
can be calculated in one of the following ways:

* at least nine independent determinations in the whole mea-
suring range (e.g. three independent determinations for three
concentration levels),

* six independent determinations of an analyte in standard
samples for the concentration level corresponding to the con-
centration of a real sample,

* six independent determinations of analytes occurring in three
different matrices and for two or three concentration levels.

According to EURACHEM recommendations [28], one should
perform 10 independent determinations and calculate the standard
deviation based on these.

The determined method’s repeatability can refer both to (1) a very
specific analytical method in which matrix composition is specific and
defined (e.g. the method of determining analyte X concentration in
matrix Y) and (2) determination methods for a given analyte with-
out specifying matrix composition. In the former case, the standard
deviation is calculated based on measurements performed for samples
characterized by the same matrix composition. In the latter case, one
needs to calculate the standard deviation using the measurements
conducted for samples differing in matrix composition.

Intermediate precision is a notion with a wider scope than repeatabil-
ity because its value is influenced by additional parameters such as [2, 3]:

* personal factors — different analysts conducting determina-
tions and instability in the work of a given analyst over a spe-
cific period,
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* instrumental factors — due to the fact that measurements can
be carried out using:
* different measuring instruments from a given laboratory,
* standard solutions and reagents coming from different

producers, or from different batches,

* different accessories, for example, different gas chromatog-
raphy (GC) columns, with the same characteristics but from
different producers, or from different batches.

If determining precision uses samples in which analyte concentra-
tion is stable, the standard deviation is a sufficient parameter which
one may determine precision with. However, in the analysis of samples
characterized by different levels of analyte concentration, one should
use the relative standard deviation or coefficient of variation. Each of
these of two quantities is used to compare repeatability, intermediate
precision or reproducibility.

9.2.6.1 Manners of Estimating the Standard Deviation Determining
intermediate precision, repeatability and reproducibility is based on
calculating the standard deviation for the series of obtained measure-
ment results [33—38]. The simplest means of estimating this param-
eter is by calculating the relative standard deviation or coefficient of
variation and comparing (assessment) the obtained values. Frequently,
one can find the statement that if a relative standard deviation (RSD)
is smaller than a certain determined limit, then using a given method
can yield precise results.

An estimation of standard deviation can be performed using suit-
able statistical tests:

* with a set point of this parameter —y? test (Section 1.8.4),
* with the value obtained from a statistical assessment of the
set of results obtained using a reference method — Snedecor’s

Ftest (Section 1.8.5).

Sometimes, it is necessary to compare the standard deviation for
sets of measurement results obtained using more than two methods.
If the number of measurements on which the calculation of standard
deviations is based is similar for all methods (equinumerous series of
measuring), then one can apply the Hartley’s F,,,, test (Section 1.8.6).
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When the number of results obtained using the compared methods
is different, one should compare the calculated standard deviations
using Bartlett'’s test (Section 1.8.7).

If the standard deviations are to be compared for two sets of cor-
related results, one should use Morgan’s test (Section 1.8.8).

Example 9.13

Problem: For the given measurement result series, check (at the
level of significance a = 0.05) if the calculated standard deviation
differs statistically significantly from the set value of the standard
deviation.

Apply the y? test.

Data: results:

11.0 12.0 129 120 125 121 142 121 17.1 121 124 151 123 120 102

SD,=1.23
SOLUTION:
Number of results — n 15
Standard deviation — S0 1.68
2 27.88
Kot (F=14, a=0.05) 23.68

The calculation was performed using Equation 1.29 — Chapter 1,
Subsection 1.8.4.

Conclusion: Because y? > »2,,, there is a statistically significant dif-
ference in variance value.

Excel file: exampl_9_13.xls

Example 9.14

Problem: For the given series of measurement results, check (at the
level of significance a = 0.05) if the standard deviation values for both
the series are statistically significantly difterent.

Apply the Snedecor’s F test.
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Data: result series:

SERIES 1 SERIES 2

1 10 11

2 12 11

3 13 13

4 14 11

5 18 13

6 15 12

7 17

SOLUTION:
SERIES 1 SERIES 2

Number of results — n 7 6
Standard deviation — SD 2.795 0.983
F 7.85
F.:(fi=6,f,=5 a=0.05) 4.95

231

The calculation was performed using Equation 1.30 — Chapter 1,

Subsection 1.8.5.

SOLUTION_2:

F-Test Two-Sample for Variances

Variable 1 Variable 2
Mean 14,143 11,833
Variance 7,810 0,967
Observations 7 6
df 6 5
F 8,079
P (F<=f) one-tail 0,0183
F Critical one-tail 4,950

Conclusion: Because F > F

(25724

there is statistically significant dif-

ference in variance values for the compared series, the series differ in

precision

Excel file: exampl_9_14.xls

Example 9.15

Problem: For the given series of measurement results, check (at the
level of significance a = 0.05) if the values of the standard deviation
for the given series of results are statistically significantly different.
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. . b
Equinumerous series — apply Hartley’s . test.

Data: result series:

SERIES1  SERIES2  SERIES3  SERIES4  SERIES S

1 11 13 10 10 17
2 12 12 13 12 11
3 13 12 14 16 13
4 12 15 12 18 14
5 13 11 13 13 13
6 12 10 14 14 12
1 14 13 11 14 13
8 12 11 12 12 11
9 15 12 17 17 13
10 12 14 14 14 14
1" 12 15 17 10 15
12 15 12 12 12 11
13 12 14 11 11 11
14 12 12 12 13 12
15 10 11 14 15 12
SOLUTION:
SERIES1 SERIES2 SERIES3 SERIES4 SERIES 5
Number of results — n 15 15 15 15 15
Standard deviation — SD 1.36 1.51 2.02 2.38 1.70
Fiax 3.09
Fraxo (k=5, f=14, a =0.05) 4.76

The calculation was performed using Equation 1.31 — Chapter 1,
Subsection 1.8.6.

Conclusion: Because F,,,, < F,, .., there is no statistically significant

difference in variance values for the compared series.

Excel file: exampl_9_15.xls

Example 9.16

Problem: For the given series of measurement results, check (at the
level of significance a = 0.05) if the values of the standard deviation for
a given series of results are statistically significantly different.

Not equinumerous — apply the Barzlett test.
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Data: result series:

233

SERIES1  SERIES2 SERIES3 SERIES4 SERIES5 SERIES 6
1 11 13 10 10 17 10
2 12 12 13 12 11 13
3 13 12 14 16 13 14
4 12 15 12 18 14 12
5 13 11 13 13 13 13
6 12 10 14 14 12 14
) 14 13 11 14 13 11
8 12 11 12 12 11 12
9 15 12 17 17 13 17
10 12 14 14 14 14
1" 12 15 17 10 17
12 15 12 12 12
13 12 11 11
14 12 12
15 10
SOLUTION:
SERIES 1 SERIES 2 SERIES 3 SERIES 4 SERIES 5 SERIES 6
Number of results — n 15 11 14 13 9 12
Standard deviation — SD 1.36 1.63 2.08 2.53 1.80 2.14
1n—1) 0.071 0100 0077 0083 0125  0.091
(n—1) - log(S0?) 3.701 4270 8245 9.672  4.095  7.257
(m—1). SIP 25733  26.727 56.000 76.769  26.000  50.250
c 1.04
SI?, 3.845
a 51.22
Werit (f=k—1=5 a=0.05) 11.07

The calculation was performed using Equations 1.32-1.34 -

Chapter 1, Subsection 1.8.7.

Conclusion: Because Q >4?,., there is a statistically significant differ-
ence in variance values for the compared series.

Excel file: exampl_9_16.xls

Example 9.17

Problem: For the given series of measurement results — dependent
variables, check (at the level of significance @ = 0.05) if the values of
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the standard deviation for the given series of results are statistically
significantly different.
Apply the Morgan’s test.

Data: result series:

SERIES 1 SERIES 2

1 8.3 9.1
2 9.7 9.8
3 8.9 9.2
4 9.3 9.6
5 8.1 8.2
6 8.9 9.1
1 9.4 9.6
8 9.1 10.1
9 9.2 103
10 9.1 9.9
1 8.9 9.7
12 8.2 8.7
13 9.1 9.6
SOLUTION:
r 0.809
sD, 0.4
sB, 0.58
L 0.816
t 1.576
tn 2.201

The calculation was performed using Equations 1.35-1.37 —
Chapter 1, Subsection 1.8.8.

Conclusion: Because # < #,,, there is no statistically significant differ-

ence in variance values for the compared series.

Excel file: exampl 9 _17.xls

Example 9.18

Problem: In order to determine the values of repeatability, six inde-
pendent series of measurements were performed for six standard solu-
tion samples. In each series, five repetitions were made.

Using the obtained measurement results, calculate repeatability for
the analytical method.
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Data: result series:

SERIES 1 SERIES 2 SERIES 3 SERIES 4 SERIES 5 SERIES 6

1 2.54 5.12 7.14 10.2 14.2 173
2 2.67 5.16 7.15 10.9 14.8 17.8
3 2.43 5.24 7.34 113 13.9 17.2
4 2.65 5.34 7.09 10.2 14.3 17.0
5 2.34 5.02 7.34 10.1 14.4 17.5

SOLUTION: Because the levels of analyte concentrations in the
investigated standard solutions samples are different, the calculations
should use the values of CV and not SD.

The first step is to check the homogeneity of variances for indi-
vidual series of results. Because series are equinumerous, one should
apply the Hartley’s F,,,. test (Section 1.8.6).

If variances are homogeneous, repeatability should be calculated as
a mean value CV for the given series.

If variances are not homogeneous, one should reject the deviating
value (series) and perform the calculations again.

SERIES 1 SERIES 2 SERIES 3 SERIES 4 SERIES 5 SERIES 6

Number of results — n 5 5 5 5 5 5

Standard deviation — SD 0.142  0.121 0.119 0532 0327 0.305

Coefficient of variation 5.60 2.34 1.65 5.05 2.28 1.76
-CV, %

Frax 11.52

Fraxo (k=6, f=4, a=0.05) 29.50

Conclusion: Because F,,,, < F,,,., there is no statistically significant

maxod

difference in variance values for the compared series. It is possible to
calculate repeatability as a mean value CV for the given series.

O,
U Vrepeataﬂility 3 ]. /z

Other possibilities are to calculate the CV of repeatability accord-
ing to the following equation:

1 %
Cl/repmmbi/ity = Z ZCK ?
i=1
Evrepealahility 3-5%

In this case, the checking of homogeneity of variance is not necessary.

Excel file: exampl_9_18.xls
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Example 9.19

Problem: To determine the values of repeatability and the intermedi-
ate precision of the analytical method, six independent series of mea-
surements for the samples were performed for one standard solution.
In each series, six repetitions were performed.

Using the obtained measurement results, calculate the values of
repeatability and intermediate precision for the analytical method.

Data: result series, mg/L:

SERIES 1 SERIES 2 SERIES 3 SERIES 4 SERIES 5 SERIES 6

1 101 103 111 100 103 103
2 104 106 107 102 102 108
3 103 102 104 101 106 102
4 101 105 102 117 103 107
5 100 109 110 115 107 105
6 102 104 105 103 104 103

SOLUTION: The first step is to check the homogeneity of the vari-
ances for individual series of results. Because series are equinumerous,
one should apply the Hartley’s F,,, test.

If variances are homogeneous, repeatability should be calculated as
a mean value CV for the given series.

If variances are not homogeneous, one should reject the deviating
value (series) and perform the calculations again.

SERIES 1 SERIES2 SERIES 3 SERIES4 SERIES 5 SERIES 6

Number of results — n 6 6 6 6 6 6

Standard deviation — SD, 1.47 248 3.51 7.58 1.94 2.42
mg/L

Fooax 26.52

Fraxo (k=6, f=5, a=10.05) 18.70

Conclusion: Because ¥, . > F there is a statistically significant

max. maxod
difference in variance values for the compared series. The results from
series 4 should be rejected due to the lack of homogeneity of variances,

and calculations should be performed again.

Excel file: exampl_9_19a.xls
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Data: result series:

SERIES 1 SERIES 2 SERIES 3 SERIES 4 SERIES 5 SERIES 6

1 101 103 111 - 103 103

2 104 106 107 - 102 108

3 103 102 104 - 106 102

4 101 105 102 - 103 107

5 100 109 110 - 107 105

6 102 104 105 - 104 103

SERIES 1 SERIES 2 SERIES 3 SERIES 4 SERIES5 SERIES 6
Number of results — n 6 6 6 0 6 6
Standard deviation — SO, 1.47 2.48 3.51 - 1.94 2.42
mg/L

Froox 5.68
Fraxe (k=5, f=5, a=10.05) 16.30

Conclusion: Because |, < F,

max maxod

there is no statistically significant
difference in variance values for the compared series.

Repeatability was calculated as a mean of 8D values for individual
series.

Intermediate precision is $D, calculated using all the 30 results.

SD repeatability 2.37 mg/L
SDintermediate precision 2.75 mg/L

Excel file: exampl_9_19b.xls

9.2.7 Accuracy and Trueness

Accuracy is defined as closeness of agreement between a measured
quantity value and a true quantity value of a measurand [26].

Trueness is the closeness of agreement between the average of an
infinite number of replicate measured quantity values and a reference
quantity value [26].

Analysis of these definitions shows that the hitherto existing notion
of “accuracy” was replaced by the term “trueness”, and the previously
applied notion of “accuracy of a single measurement” is now simply
“accuracy”.

It is trueness that describes the conformity of results obtained using
a given analytical method to real (expected) results. It is influenced
mostly by the bias of the analytical method.
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A
(]
[
w
=z
w
2
[+
-
g -+ HHH
@ Y Y
o
[+
o
z
INCREASING
ACCURACY
I raa T T 1 T
] H
INCREASING PRECISION

Figure 9.3 Relationships between trueness, precision and accuracy [4, 9].

Accuracy is a combination of trueness and precision. The truer
and more precise the results obtained using a given method, the
more accurate the result of a single measurement is. Relationships
between trueness, precision, and accuracy are presented schematically
in Figure 9.3 [4, 9].

Of course, other parameters such as linearity and sensitivity also
influence the accuracy of an analytical method.

Trueness and accuracy can be determined using different approaches

[33-39]:

* sample analysis of suitable certified reference materials,

* comparison of the obtained result with a result obtained using
a reference (primary, definitive) method [40-42],

* standard addition method.

9.2.7.1 Measurement Errors 'The notion of accuracy is closely con-
nected with the notion of errors [43]. Depending on the type of errors,
their influence on measurements varies.

The value of a single measurement result may differ (and actually
always differs) from the expected (real) value. The difference is due to
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the occurrence of different errors [44]. There are three basic types of
errors:

* gross errors,
* Dbiases,
* random errors.

The influence of individual types of errors on a measurement result
is presented schematically in Figure 9.4 [9].

With regard to the manner of presenting a determination result,
one can distinguish:

* absolute error &, which can be described by the dependence:

d, =x—U, (9.12)
* relative error ¢,, described by the equation:
d,
- (9.13)
LK,

With regard to the source of errors, one can distinguish:

* methodological errors,
* instrumental errors,
* human errors.

Axsys
>
E ' 5)Cj
X2 | X4 X6 i
| AR | X
| [TTTITT |
X1 X3 X5 Xj
M : Xim i
Ay ;
L A, |
<>

Figure 9.4 Influence of individual types of errors on a measurement result [9].
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'The total error of a single measurement result may be divided into

three components, as described by the following equation [45]:

X,

d, =x— W, =Ax, +Ax, +0x, (9.14)

where:

d_ — total error of a measurement result,

x; — value of a measurement result,

u, — expected value,

Ax,, — bias,

Ax; — random error,

Ox; — gross error.

For measurement series (at least three parallel analyte determina-

tions in the same sample), there is a high probability of detecting a

result(s) with a gross error.

Gross error is characterized by the following properties:

itis the result of a single influence of a cause acting temporarily,
it appears only in some measurements,

it is a random variable — however, one with unknown distri-
bution and unknown expected value,

it is the easiest to detect, and therefore to eliminate,

it assumes both positive and negative values (unlike bias),

the cause of its occurrence can be, for example, a mistake in
instrument reading or a mistake in calculations.

There are many known ways of detecting results with gross errors.

Each of them is applied in certain specific conditions.

Methods of gross error determination are described in Chapter 1.

Figure 9.5 schematically presents the selection criteria for a suitable

manner of action in detecting and rejecting results with gross errors,
often described as “outliers” [9].
After eliminating results with gross errors, the trueness of the

obtained final determination (most often the mean value of the mea-

surement series) is influenced by biases and/or random errors.

'The determination of biases is one way to determine the trueness of

an analytical method.
Table 9.5 presents specific methods of bias determination [9].
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‘SERIES OF RESULTS OF INDEPENDENT DETERMINATIONS|

Known SDg value Unknown SD, value Known R value

Not numerous
series

Not numerous
series

Numerous
series

U

series

’ Numerous

!
Unbiased Biased series
series '-’
9

Figure 9.5 Selection criteria for a suitable manner of action in detecting and rejecting results
with gross errors, often described as “outliers” [9].

Table 9.5 Basic Information Concerning Methods of Bias Determination [9]

BIASTYPE ~ REQUIREMENTS COURSE OF ACTION

Constant  Samples of two Series determinations for two standard samples (reference
standards material samples) with different analyte content, using the
(reference developed method.

materials) with  Constant bias a,, is determined according to the formula:

different analyte N — X

content 3= Huukin = HoaXon (9.15)
lulx _luZx

where:
U1, 1oy — the expected values for two standard samples,
X1 Xom — the mean values determined for standard samples.

Variable  Sample and Series determination with the use of the developed method for
sample with sample and sample with standard addition.
standard The correction multiplier value is determined according to the
addition formula:
g Ca (9.16)
XmCsi _Xm
where:

C,;— expected value increase of analyte concentration due to
standard addition,
Xy Xmcst— Mean values determined for sample and sample

with standard addition.
The value of variable bias is determined according to the
equation:
1-B
bsys :T (917)

(Continued)
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Table 9.5 (Continued) Basic Information Concerning Methods of Bias Determination [9]

BIASTYPE ~ REQUIREMENTS COURSE OF ACTION

Variable  Samples of two Two series of determination for two standard samples with the
standards use of the reference method and the developed method.
(reference The correction multiplier value is determined according to the
materials) formula:

Reference method
B= Xomtrer) ~ Ximen) (9.18)
Xom = Xin

where:
Ximeety» Xomuen — Mean values determined for the first and
second standard with using the reference method,
Xim» Xom— Mean values determined for the first and second
standard with using the developed method.
The value of variable bias is determined according to Equation

(8.17).
Constant  Series samples Series determination for samples with different analyte content
and with different with the use of the reference method and the developed

variable  analyte content, method.

Reference method  The relationship between results obtained by the reference
method (0 Y-axis) and results obtained by the developed
method (0.X-axis) is determined.

Regression parameters of the regression line Y=5b6 - X + a
are determined according to the Equations (1.63) and (1.64);

The values of constant bias and variable bias are determined
according to the formulas:

a. constant bias:

a=-ayb (9.19)

therefore:
a,, —-% (9.20)

b. variable bias:

b=8B (9.21)

therefore:

1

by, =E—1 (9.22)

A determination result (arithmetical mean of a series of parallel
measurements) can only have a bias and random error according to the

following dependence [45]:
d, =x,-l, =AM +Ax, (9.23)

xn

where:
d, — total error of a determination result (arithmetical mean of

X,

the series of measurements),
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x,, — mean value of the series of measurement results,
u, — expected value,

Ax,, — bias,

Ax, — random error.

If the determined bias refers to an analytical method, then with a
large number of conducted measurements, the random error is negli-
gibly small with relation to the bias, when 7 — oo, then s— 0.

In this case, the following dependence is true [45]:

d, =E(x,,)-u,=A, (9.24)

Xmet

where:

d, —total error of a determination result for the applied analyti-
cal method,

E(x,,,) — value of a determination obtained as a result of a given
analytical method used (expected value for a given analytical
method),

u, — expected value (real),

Ax,, — bias.

In this way, the bias of an analytical method is determined. The
occurrence of bias makes a given series of measurement (analytical
method) results differ from the expected value by a constant value —
hence, they are either overstated or understated.

One may differentiate between two types of bias:

* a constant bias, whose value is not relative to analyte concen-
tration levels — 4,

* a variable bias, whose value depends (most often linearly) on
analyte concentration levels — 4, ..

Bias is described by the dependence:
Ax.rys = g&ys + b&ysﬂx (9'25)

Assuming that the value of a random error is negligibly small com-
pared to the bias value, one can present the following dependence:

X, =M A Ax, = fa, +b, L =a,+ (1 +b, ) i, (9.26)
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Only after rejecting results with a gross error and determining
biases (regarding their values and correcting the determination result),
can a result have a random error? Its value influences the precision of
the obtained results.

The trueness or accuracy can be determined using different tech-
niques [37-39].

One of them is comparing the obtained measurement value with
the value obtained resulting from a reference method for which the
obtained results are treated as accurate. In this case, one can com-
pare both results visually, but it is more metrologically correct to
use Student’s 7 test (Section 1.8.9) for the significance of differences
between two results. Of course, this test can only be applied when the
compared methods do not differ in a statistically significant manner
with respect to precision (Snedecor’s F test — Section 1.8.5).

However, when the result of the Snedecor’s F test application is
negative (standard deviations for the series of measurements obtained
by the compared analytical methods differ statistically and signifi-
cantly), one may use for “poor” (small) result series the “approximate
test” of Cochran’s C and Cox test (Section 1.8.10) or Aspin and Welch
test (Section 1.8.11).

Another manner (most often applied) to determine the trueness
or accuracy is the analysis of a reference material sample (or still bet-
ter samples of the certified reference material) using the investigated
analytical method.

According to the general definition, reference material is character-
ized by a constant and strictly defined analyte concentration and with
a known concentration determination uncertainty [26]. Of course, it
is not always possible to use reference material samples precisely sat-
isfying given needs. In case of its inaccessibility, one should prepare a
standard solution by adding a strictly specific quantity of analyte into
the investigated sample and subject it to determination. In each case,
however, one should perform independent determinations for a blank
sample and correct the result for the sample with the known analyte
concentration by the obtained measurement result.

In order to test if the obtained measurement value does not differ
in a statistically significant manner from the certified value (expected
value), one should apply Student’s # test (Section 1.8.9).
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An insignificant difference between the two obtained results may
also be tested by using the method of calculating the ratio between
the obtained results and uncertainties of their determination.

One determines the ratio of the obtained means (if the values did
not differ between themselves, the ratio should be 1) and values of
uncertainty for such a determined quantity. The inference is as fol-
lows: if the interval of a determined ratio + the uncertainty of its
determination (R * U) includes 1, one should infer that the compared
mean values do not differ in a statistically significant manner.

Using obtained values, one should calculate the value of the R ratio
according to the formula:

R = Y. (9.27)

X,y
and then the uncertainty U, using a dependence described by the
equation:

2 2
(udet + uref )
xdet + xref
2
where:

U — expanded uncertainty for determined relation,

U=+ (9.28)

%k — coverage factor whose value depends on the accepted level of
probability (most often 95% for which %= 2).

There is also another manner based on the comparison of values
calculated from the dependence which can be presented using the fol-
lowing expressions:

Xy =2 (9.29)
2 2
2w\ F ") (9.30)

where:
x,,, — value of a determination result,
x,,r— reference value,

u,,)~ uncertainty of a determination result,

o) uncertainty of a reference value.

Fref
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Inference in this instance is as follows:

* if the inequality occurs:

‘xdn‘ T Xy

2 2
<2 [u(%) + u(x/)

then the result is deemed to be in conformity with the refer-
ence value,
* when, however, the following dependence is true:

2 2
22 [u(%) + u(xf)

then the result is acknowledged to not be in conformity with

‘ xdet - xnf

the reference value.

'This manner of inference is based on comparing differences between
two results with the expanded uncertainty (for £ = 2) calculated using
the uncertainty for the compared values.

According to recommendations by the ICH [6], determining true-
ness should be carried out using at least nine parallel determinations at
three different analyte concentration levels (at least three determina-
tions per each level of concentration). The calculated trueness should
be presented as the percentage of recovery of the expected value or as
a difference between the mean and the expected value together with
the given confidence interval.

EURACHEM [28] recommends 10 parallel determinations for
a blank sample and the same number of determinations for refer-
ence material samples. The mean obtained for blank samples is then
deduced from the mean obtained for the reference material, and so the
corrected value is compared against the certified value.

It is also recommended to perform a series of measurements for the
reference material using a so-called primary method, characterized
by a null value of bias. In this case, the corrected mean obtained for
the investigated method is compared with the one obtained by the
primary method.
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Example 9.20

Problem: In the given series of measurement results, check if there is
a result with a gross error. Apply the confidence interval method, after
the initial outlier rejection. Assume the value a = 0.05.

Data: result series, mg/dm3:

DATA

8.8
7.8
9.2
9.5
6.3
8.2
9.1
8.8

0O ~N O Wl AW N -

a 0.05
SOLUTION:

min 6.3
in+1 7.8
ax 9.5
max—1 9.2
2.447

E>< E>< >

Bl

Initially, the result x,,;, was rejected.

Xon 8.77 mg/dm3
SD 0.59 mg/dm3

g 8.77 + 1.67 mg/dm?
(7.10 = 10.44) mg/dm?

Conclusion: The value x,,, lies outside the determined confidence
interval — hence, it has a gross error.

Excel file: exampl 9_20.xls
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Example 9.21

Problem: Using the data from Example 9.20, apply the confidence
interval method, without the initial outlier rejection. Assume the
value a = 0.05.

Data: result series, mg/dm?:

DATA

8.8
7.8
9.2
9.5
6.3
8.2
9.1
8.8

0O ~N O Wl AW N -

a 0.05

SOLUTION:

Xunin 6.3
o 9.5
1.87

s x>

X 846  mg/dm?
SD 1.0 mg/dm3

g=x,*w, - SD

g 8.46 + 1.93 mg/dm?
(6.53 = 10.39) mg/dm?

Conclusion: The value x,,, lies outside the determined confidence
interval — hence, it has a gross error. It should be rejected, and one the
values of x,, and D should be calculated for the new series of data.

X 877  mg/dm?
S0 059 mg/dm3

Excel file: exampl_9_21.xls
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Example 9.22

Problem: Using the data from Example 9.20, apply the Dixon Q test.
Assume the value a = 0.05.

Data: result series, mg/dm?:

DATA

1 8.8

2 7.8

3 9.2

4 9.5

5 6.3

6 8.2

1 9.1

8 8.8

a 0.05

SOLUTION:

Number of results 8
Range - R 3.20
a, 0.469
a, 0.094
Q. 0.468

The calculation was performed using Equation 1.25 — Chapter 1,
Subsection 1.8.3.

Conclusion: Because Q; > O,,,, the value x,,, has a gross error. It
should be rejected, and the values of x,, and SD should be calculated
for the new series of data.

min

Xon 8.77 mg/dm3
SD 0.59 mg/dm?

Excel file: exampl_9_22.xls
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Example 9.23

Problem: In a given series of measurement results, check if there are
any results with a gross error. Apply the confidence interval method.
Assume the value a = 0.05.

Data: result series, ppm:

DATA DATA
1 13.2 18 13.2
2 13.7 19 13.3
3 13.9 20 13.7
4 14.1 21 13.7
5 13.4 22 13.8
6 13.2 23 13.2
1 13.4 24 14.1
8 13.7 25 14.2
9 14.2 26 13.9
10 11.3 21 13.2
11 13.4 28 13.6
12 13.2 29 13.4
13 13.8 30 13.7
14 14.2 31 14.1
15 14.2 32 14.0
16 15.8 33 13.8
11 15.4
a 0.05

SOLUTION:

X 13.73 ppm
SD 0.72 ppm

k 1.65

a

g=x,%tk, -SD

g 13.73 £ 1.19 ppm
(12.53 + 14.92) ppm
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O 0 ~N OO Ol & W N -

—_
(—]

12
13
14
15
16

17

DATA
13.2
13.7
13.9
14.1
134
13.2
134
13.7
14.2
H3
Outlier
134
13.2
13.8
14.2
14.2
158
Outlier
154
Outlier

18
19
20
7
22
23
24
25
26
21

28
29
30
31
32
33

DATA
13.2
133
13.7
13.7
13.8
13.2
141
14.2
13.9
13.2

13.6
13.4
13.7
14.1
14.0
13.8

251

Conclusion: Results 10, 16™ and 17% lie outside the determined

confidence interval — hence have a gross error.

After their rejection, the values of x,, and §D were calculated again.

Xm
S0

13.68
0.36

ppm
ppm

Excel file: exampl 9_23.xls

Example 9.24

Problem: Check if there are results with a gross error in a given series

of measurement results. The results of measurements were obtained

using a method for which the standard deviation method had been

determined.

Apply the critical range method. Assume the value @ = 0.05.
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Data: result series, ppb:

DATA

1 113

2 125

3 120

4 127

5 115

6 118

1 117

8 134

9 124

a 0.05

D, 45

SOLUTION:

Xnnin 113
Knpins 1 115
Kopax 134
Xmax—l 127
z 439
(Table A3)

R 210  ppb
Rcril 19.8 pr

R, =z-SDg

Conclusion: Because R > R, a result x,,_is considered to be an
outlier, and new calculations for the new series should be done.

Data (2): result series, ppb:

DATA

113
125
120
127
115
118
117

O 00 ~N OO U1 B W N —

124
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SOLUTION (2):
Xoin 113
Xmin+1 115
Xpax 127
Xmax—l 125
z 4.29
(Table A.3)

R 14.0  ppb
Rcrit 193 ppb

Conclusion: Because R < R, there are no more outliers in the series,
and the values of x,, and SD could be calculated.

X 121 ppb
S 6.65  ppb

Excel file: exampl_9_24.xls

Example 9.25

Problem: Check if there is a result with a gross error in a given series
of measurement results. The results were obtained using a method for
which a standard deviation had been determined before.

Apply the confidence interval method. Assume the value a = 0.05.

Data: result series, ng/g:

DATA DATA
1 55.2 10 56.8
2 54.8 1" 53.3
3 56.1 12 51.9
4 56.7 13 52.1
5 53.1 14 517
6 57.1 15 54.2
) 54.2 16 54.3
8 55.5 17 55.5
9 57.0
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o 0.05

s, 19
SOLUTION:
Xoin 517
Xin+1 519
Xpox 57.1
Xmax—l 570
K, 1.65

'The result x,,;, was initially rejected.
The confidence interval value was calculated for the new series.

X, 549 ng/g

n

n—1

g=x,%k, 8D,

g 549 + 3.2 ng/g
(51.6 + 58.1) ng/g

Conclusion: An initially rejected result x,,;, lies in the such deter-
mined confidence interval.

It has been included in the series, and the values of x,, and SD were
calculated again.

X, 547 nglg
SD 1.8 nglg

Excel file: exampl_9_25.xls

Example 9.26

Problem: Determinations were made for 25 samples, performing three

parallel determinations per each sample. Using the data-obtained

measurement results, check them for the occurrence of outliers.
Apply the critical range method. Assume the value @ = 0.05.
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Data: result series, ppm:

255

SAMPLE RESULT 1 RESULT 2 RESULT 3
1 3.01 3.33 3.35
2 3.11 3.04 3.13
3 3.65 3.45 341
4 3.23 3.45 3.12
5 3.22 3.13 3.33
6 3.28 3.41 3.62
7 3.45 3.12 3.04
8 3.65 3.07 3.45
9 3.01 3.08 3.99
10 3.14 3.52 3.88
1 3.11 3.71 3.12
12 3.65 3.74 3.07
13 3.23 3.32 3.04
14 3.67 3.22 3.2
15 3.98 3.11 3.44
16 3.56 3.41 3.49
11 3.33 3.49 3.82
18 3.11 351 3.72
19 3.23 3.82 3.23
20 3.41 3.01 3.67
21 3.21 3.01 3.98
22 3.48 3.37 3.56
23 3.6 3.62 3.33
24 3.62 3.08 3.62

a 0.05
Z, 1.96
SOLUTION:

SAMPLE R, CONCLUSION SAMPLE R, CONCLUSION
1 0.34 0K 13 0.28 0K
2 0.09 0K 14 0.47 0K
3 0.24 0K 15 0.87 0K
4 0.33 0K 16 0.15 0K
5 0.20 0K 11 0.49 0K
6 0.34 0K 18 0.61 0K
7 0.41 0K 19 0.59 0K
8 0.58 0K 20 0.66 0K
9 0.98 Outlier 21 0.97 Outlier
10 0.74 0K 22 0.19 0K
1 0.60 0K 23 0.29 0K
12 0.67 0K 24 0.54 0K
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R, 049
Rcril 0.96

Ri = Ixmaxi - xmm
R(ril = Z(x ! Rm

Conclusion: For the series 9™ and 21%, R, > R, results should be

rejected as an outlier.

crit

Excel file: exampl_9_26.xls

Example 9.27

Problem: Analyte concentrations were determined in two standard
solution samples, with seven parallel determinations performed per
sample. A second standard solution was obtained by double dilution of
the first standard solution.

Using the obtained result series, determine the value of the con-

stant bias a,,.

Data: result series, ppm:

RESULTS
SERIES 1 SERIES 2

1 10.01 5.33
2 10.11 5.04
3 10.07 5.11
4 10.23 5.45
5 10.22 5.13
6 10.28 5.41
1 10.23 5.12

Xyt 10.0

Xogt 5.0

SOLUTION:

Xim 10.16

Xom 5.23

k 2

xlst
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_ Ry, =%,

asys é _ 1

gy 0.290 ppm

Excel file: exampl_9_27.xls

Example 9.28

Problem: Analyte concentrations were determined in a real sample
and in a real sample with the standard addition. For each of the sam-
ples, six parallel measurements were made.

Using the data-obtained result series, determine the value of the
variable bias 4,,. Using the calculated value of the correction multi-
plier, correct the values obtained for the real sample.

Data: result series, ppm:

RESULTS
SERIES 1 SERIES 2
1 334 57.2
2 33.8 56.9
3 34.2 58.2
4 33.9 57.5
5 33.1 58.8
6 33.9 58.5
c, 25.0
SOLUTION:
X, 33.72
Ko 57.85
B — C:t
xmq, - xm
1-B
@ B
xm(corr) = B T X
B 1.036
by, 0,035
X 34.93

‘m(corr)

Excel file: exampl_9_28.xls
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Example 9.29

Problem: Analyte concentrations were determined in two real sam-
ples, using an investigated method and the reference method.

For each of the samples, eight parallel measurements were made,
using both methods.

Using the obtained result series, determine the value of the variable
bias 4,. Using the calculated value of the correction multiplier, correct
the values obtained using the validated method.

Data: result series, ppb:

REFERENCE METHOD VALIDATED METHOD
SAMPLE1 ~ SAMPLE2 ~ SAMPLE1  SAMPLE 2

Xiref Xaref X X
1 746 945 765 967
2 740 947 712 980
3 753 956 758 978
4 758 960 768 984
5 743 948 783 974
6 750 955 749 984
1 746 960 171 975
8 755 966 769 988
SOLUTION:

le(ref) 748.88

XZm(rel) 954.63

Xin 767.63

Xom 978.75

_B — x2m(nf) - xlm(ref)

x2m - xlm
1-B
» B
xm(mrr) = B "X

B 0.975
by, 0.026
Xim(corn) 743.08
Xom(corr) 953.83

Excel file: exampl_9_29.xls
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Example 9.30

Problem: Analyte concentrations were determined in 15 real samples
using the validated method and the reference method.
For each of the samples, three parallel measurements were made
using each of the methods, and the mean values were presented.
Using the obtained data, determine the variable bias 4, and the
constant bias ,,. Apply the linear regression method.

Data: result series, ppb:

VALIDATED METHOD REFERENCE METHOD

X Xeet
1 46.9 45.7
2 88.5 86.9
3 101 97.8
4 794 712
5 21.2 19.6
6 12.3 10.9
1 109 103
8 59.3 56.8
9 57.3 56.2
10 47.2 44.2
11 39.3 35.2
12 381 372
13 21.3 26.8
14 90.2 89.3
15 111 106
SOLUTION:
X, =b-x+a
a
By ==
1
b, = 2 1

a —0.589

b(B) 0.972

ay, 0.607
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Graph:
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Xeor = 0.972x - 0.589

100 4

804

Xref
[}
S

40 4

204

Excel file: exampl_9_30.xls

9.2.8 Robustness and Ruggedness

The robustness of a method is determined in order to find the influ-
ence of slight fluctuations of conditions in a given analytical method
on the result of final determination. Robustness influences the man-
ner of conducting measurements using a given analytical method. The
greater the influence of slight changes in parameters of the measure-
ment process on final determination results, the greater the attention
one should pay to maintaining these parameters at a stable level. It is
a parameter concerning changes in internal conditions [46, 47].

However, the ruggedness (flexibility) is a parameter describing the
usefulness of a given analytical method in different conditions and
can be estimated based on reproducibility [46, 47].

Similar to the reproducibility of an analytical method, its robust-
ness and ruggedness are also determined in interlaboratory studies,
although the influence of fluctuations from some measurement condi-
tions (in a method subjected to validation) may be conducted in one
laboratory (e.g. the influence of fluctuations in temperature, changes
in purity and types of reagents, pH fluctuations, conditions of chro-
matographic isolations) [46, 47].
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These parameters can be calculated based on a study of changes in
the standard deviation of the measurement series using a given ana-
lytical method, and slightly fluctuating the parameters of the applied
analytical method.

9.2.9 Uncertainty

Uncertainty is not considered a basic validation parameter, but it
should be presented in the final method validation report. Based on
the estimated uncertainty value, one can determine the usefulness of a
given analytical method for a given determination. Determination of
a combined uncertainty for an investigated analytical method (most
often expressed as a percentage of the determined value) makes it pos-
sible to know the quality of results obtained with a given method. The
exact characterization of this parameter, together with a description
of its determination, is presented in Chapter 5.

Example 9.31

General problem: An analytical procedure was developed, indicating
the content of total mercury content in samples of muscle tissue of
great cormorant (Phalacroxorac carbo) with the use of atomic absorption
spectroscopy (cold vapor technique). The validation process method
was conducted, determining the appropriate validation parameters.

Problem 1: Determine the selectivity of the CV-4A4S method.

SOLUTION: In the case of the cold vapor technique, mercury is
released from the analyzed sample, and then (after an eventual reduc-
tion to atomic mercury) it is trapped on the gold bed as an amalgam.
After this step, the amalgam is heated to 600°C, and the released
atomic mercury is directed through the air stream to the absorption
cell, in which an absorption measurement is conducted, with a wave-
length of 253.7 nm, sent by a hollow mercury cathode lamp.

Conclusion: Such a measurement method guarantees high selectivity
for indicating mercury for two reasons:

1. the amalgamation reaction is a selectivity reaction for
mercury,

2. the absorption measurement is realized using a characteristic
wavelength for mercury.
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Problem 2: Based on measurement results for the series of standard
solutions, determine the linearity of the method.

Data: results:

UNIT

Content of Hg, ng 20 40 60 80 100

Signal 33.5 67.3 99.5 142.1 167.6
34.1 66.4 98.3 137.8 175.2
35.2 63.8 99.1 140.1 170.2
32.8 68.1 100.2 136.2 169.3
33.9 66.6 95.6 138.0 171.1

SOLUTION: Before constructing the calibration curve, the homo-
geneity of variation for the results of the series being analyzed should
be checked. For this, Hartley’s F,,,, test was applied, with a signifi-
cance level of @ = 0.05.

Content of Hg 20 40 60 80 100
No. of results — n 5 5 5 5 5
Signal, mean 33.9 66.4 98.5 138.8 170.7
Standard deviation — SD 0.88 1.6 1.8 2.3 2.8
[H/AV 2.6 2.4 1.8 1.7 1.7
Foax 2.48

Fraxo 25.20

Conclusion: There are no statistically significant differences in varia-
tion values.

Excel file: exampl_9_31_1.xls

Due to no statistically significant differences in variation for the
compared series, a calibration curve was constructed, and their regres-
sion parameters were determined.

n 25
Slope - & 1.730
Intercept — a =21
Residual standard deviation - SD,, 2.7
Standard deviation SD, 0.019
Standard deviation S0, 1.3

Regression coefficient — r 0.9986
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signal

Graph:
180 .
y =1.730x - 2.1
r=0.9986
o
o
o
:
% % P % ® 100 2

Hg content, ng

Excel file: exampl_9_31_2.xls

Conclusion: A high value of the regression coeficient, » with the ful-
fillment of the equal distribution of the standard in the range of the
calibration line, requires a high linearity procedure.

Problem 3: Based on the series of measurement results for the stan-

dard solutions with the three lowest mercury content levels (20, 40

and 60 ng), determine the LOD value, the LOQ value and the range.
Additionally, check the correctness of the LOD determination.

SOLUTION:
n 15
Slope - 4 1.616
Intercept — a 1.65
Residual standard deviation - SD,, 1.4
Standard deviation SD, 0.023
Standard deviation S0, 0.97
Regression coefficient — r 0.9987

'The LOD value was determined using the equation:

335
b

LOD =
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Lob (sp,,) 2.9ng
LoD (sD,) 2.0 ng
LOD (mean) 2.5ng
Graph:
120
100
y=1.616x + 1.65
80
s 4
5 6o
?
40
20
)
0 10 20 30 40 50 60 70

Hg content, ng

The correctness of LOD determination was made according to the
equations:

10-LOD >,

LOD<c,,,

where:

Cmin = 20 ng.

Conclusion: The determined LZOD value is correct.
Based on the relationship:

LOQ = 3-LOD
The LOQ value was calculated to be:
LOQ =74 ng
While the range was presented as:
7.4 + 100 ng
Excel file: exampl _9_31_2.xls
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Problem 4: Based on the series of results for the three real sam-
ples (lyophilized muscle tissue of great cormorant), calculate the

repeatability.

Data: measurement results for individual samples:

SAMPLE 1
SAMPLE MASS, mg HG CONTENT, ng HG CONCENTRATION, ppm
1 304 64.14 2.11
2 32.5 71.82 2.21
3 33.8 78.42 232
4 30.7 66.62 217
5 31.2 70.20 2.25
6 37.3 91.01 244
1 35.1 79.68 2.21
Mean 2.25
SAMPLE 2
SAMPLE MASS, mg HG CONTENT, ng HG CONCENTRATION, ppm
1 25.2 78.37 N
2 27.8 85.90 3.09
3 28.3 90.84 3.21
4 22.8 71.82 3.15
5 21.9 72.93 3.33
6 24.9 84.91 M
) 25.0 81.50 3.26
Mean 3.22
SAMPLE 3
SAMPLE MASS, mg HG CONTENT, ng HG CONCENTRATION, ppm
1 21.1 83.77 3.97
2 20.7 80.11 3.87
3 22.3 78.94 3.54
4 24.4 92.48 3.79
5 20.9 81.93 3.92
6 19.7 72.69 3.69
1 20.5 74.00 3.61
Mean 3.17

SOLUTION: Before performing the calculation, in order to indicate
precision, one should check whether in the measurement results series
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there are no outliers. For this, the Dixon’s Q test was applied (with a
significance level of @ = 0.05).

SAMPLE 1 SAMPLE 2 SAMPLE 3

No. of results — n 7 7 7
Range - R 0.33 0.32 0.43
aQ, 0.182 0.062 0.162
a, 0.363 0.250 0.116
[/ 0.507

Conclusion: In the series of measurement results, there are no outliers.

Excel file: exampl 9_31_3.xls

Determinations were conducted for three different real samples;
therefore, before calculating the repeatability value (as the mean of
the coefficient variation for the results of the three series results),
the homogeneity of the variation should be checked for the series of
results to be analyzed. The Hartley’s F,,,, test was applied with this
aim (a significance level of @ = 0.05 was chosen).

SAMPLE 1 SAMPLE 2 SAMPLE 3

No. of results — n 7 7 7
Standard deviation — SD 0.107 0.118 0.162
v, % 4.76 3.67 430
Frax 1.68

Fraxo 8.38

Conclusion: There are no statistically significant differences in varia-
tion values. The calculated repeatability value, however, can be calcu-
lated as a mean value from the coeflicient of variation — CV, counted
for three series:

04

repeatability

4.24%

Excel file: exampl 9 31 4.xls

Problem 5: Based on the results determined for certified reference
material samples (BCR-463 — Tuna fish: total Hg and methylmer-
cury), determine the trueness value (as a recovery value).
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Data: results are given as (ng/mg):

DATA
1 2.678
2 2.753
3 2.516
4 2.970
5 2918
Value U k

CRM 2.85 0.16 2

SOLUTION:
Mean 2.77
SD 0.184
0.16
%R 97.1
U(k=2) 8.2%

where the expanded uncertainty of the recovery value is calculated in
accordance with the equation:

2 2
(uCRM + udet)

( Xcrm T X )
2

Trueness = 97.1 + 8.2%

U=*#

Graph:
35

25 —+

1.5 +

0.5 +

CRM determined
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Conclusion: The results obtained with the use of the developed
method are correct.

Excel file: exampl_9_31_5.xls

Problem 6: Estimate an uncertainty value for the determination
results of the total mercury content in real samples, obtained with the
use of the elaborated method.

SOLUTION: As the main components of the uncertainty budget,
the following were recognized: the uncertainty value resulting from
the calibration curve, the uncertainty value related to the unrepeat-
ability of the measurement results, as well the uncertainty value from
the indication of trueness.

The estimation of the combined uncertainty value was conducted
using the relationship:

2
cal

_ 2 2
usmp/ =\t T urep + Usre

where:
u,,, — combined relative standard uncertainty for determined
results for the real sample,
u,, — relative standard uncertainty related to the calibration step,
u,,, — relative standard uncertainty related to repeatability of mea-
surement results,

u,,,, — relative standard uncertainty related to indicating trueness.

true

The determination of the standard uncertainty value related to the
calibration step (preparation of the series of standard solutions, con-
ducting measurements for the series of standard solutions, an approxi-
mation of measurement points of the calibration line using line
regression) was conducted on the basis of the calibration parameters.
Calculations were conducted for minimal weighted masses for each of
the analyzed real samples.

SAMPLE1  SAMPLE2  SAMPLE 3

No. of results — n 7 7 7
Minimum Hg content, ng 64.14 71.82 72.69
Hg, concentration, ppm 2.25 3.22 3.77
Ugap Yo 1.1 0.96 0.96
Urgpy %o 1.8 1.4 1.6
Uyyey Yo 4.2

Uspiy Yo 4.7 4.5 4.6
Usppry PPM 0.11 0.15 0.17
Ugppy (k= 2), ppm 0.21 0.29 0.35

Uy (k= 2), % 9.4 9.1 93
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Conclusions: The estimated expanded uncertainty value for measure-
ment results for real samples does not exceed 10% and allows for the
notation of measurement results as follows:

Sample 1: 2.25 + 0.21 ppm
Sample 2: 3.22 £ 0.29 ppm
Sample 3: 3.77 + 0.35 ppm

Excel files: exampl_9_31_6.xls and exampl_9_31_7.xls

9.3 Conclusions

Validation of an analytical method should be finished with a final
report containing [2, 9]:

* subject matter and the purpose of the analytical method
(applicability range),

* metrological principles,

* type of the applied analyte(s) and matrix composition,

* list of all reagents, standards and reference materials used,
together with precise specification (purity, quality, producer,
and, in case of laboratory synthesis, a detailed description of
this synthesis),
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* description of the methods used for testing the purity of the
substances used and the quality of standards,

* safety requirements,

* aplan describing the means of transferring the method from
laboratory conditions to routine measurements,

* parameters of the method,

* a list of critical parameters whose slight fluctuations can
significantly influence a final determination result — param-
eters resulting from determination of the analytical method’s
ruggedness,

* list of all types of laboratory instrumentation together with
their characteristic features (dimensions, precision class, etc.),
block schemes in case of complicated instrument Kkits,

* detailed description of the conditions for conducting the ana-
lytical method,

* description of statistical conduct together with the enclosed
suitable equations and calculations,

* description of the method in order to inspect its quality in
routine analyses,

* suitable figures and graphs, for example, chromatograms and
calibration curves,

* conformity of the determined validation parameters with the
assumed limits,

* the uncertainty of a measurement result,

* criteria that one should fulfill in revalidation,

* full name of the person who conducted the validation process,

* list of literature used,

* recapitulation and conclusions,

* confirmation and signature of the person responsible for the
test and confirmation of the validation.

Example 9.32

Problem: Based on the validation parameters indicated for the ana-
lytical procedure in Example 9.31, create a validation report.

SOLUTION:
Seabirds are useful bioindicators of coastal and marine pollution.
Marine birds spend a significant portion of their lives in coastal or
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marine environments and are exposed to a wide range of chemicals
because most occupy higher trophic levels, making them susceptible
to bioaccumulation of pollutants.

Great cormorants (Phalacrocorax carbo) were used as bioindicators
for mercury contamination, due to their specific feeding habits, wide
geographical ranges and long life span.

The analytical procedure is intended for determining whole mer-
cury content in muscle tissue samples from great cormorants.

Measurements of the content of total mercury will be performed
using the cold vapor A4S technique.

A sample is thermally decomposed, mercury is further atomized,
and free mercury vapor in the generated gas is collected by a mercury
collection agent (gold-coated diatomite particle support) in the form
of a gold amalgam. The mercury collection agent is then heated up to
600°C to release atomic mercury. The released mercury is detected
using the cold atomic absorption method at a wavelength of 253.7 nm
in the detector’s absorption cell.

The analytical procedure pertains to the indication of total mer-
cury content (after converting the total mercury content into an atomic
form). Mercury content is determined in lyophilized muscle tissue of
great cormorants.

During the analytical procedure, the following reagents are used:

* Mercury standard - MSHG — 100 ppm, concentration 100.48 +
0.22 pg/mL in 3.3% HCI, Inorganic Ventures, Inc., USA,

* L-Cysteine, 98%, Nacalai Tesque, Inc., Kyoto, Japan,

+ Additive B (activated alumina), Wako Pure Chemical
Industries, Ltd., Japan,

* Additive M (sodium carbonate and calcium hydroxide),
POCKh, Poland,

* Nitric acid — suprapure, Merck, Germany

* Buffer solution pH 7.00 + 0.05, POCh, Poland,

* CRM: BCR-463: Total and methyl mercury in tuna fish,
2.85 + 0.16 pg/g, IRMM, Geel, Belgium,

* Deionized water.

PREPARATION OF STANDARD SOLUTIONS

There are various methods available for preparing standard solu-
tions. Nippon Instrument Corporation obtained good results using
L-cysteine. However, in this case, solution stability degrades with age
or due to long storage in a warm place. Therefore, standard solutions
should be kept in a cool and dark place.
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Preparation of 0.001% L-Clysteine Solution

Measure 10 mg of L-cysteine and place it in a 1000 mL flask, then
add water and 2 mL of guaranteed-reagent-grade concentrated nitric
acid.

While ensuring uniformity of the contents in the flask by shaking
it well, bring the total volume to 1000 mL by adding deionized water.
For storage, keep in a cool and dark place.

Standard Solution Preparation

Take 1 mL of 100-ppm solution and dilute it to 10 mL with 0.001%
L-cysteine solution. Now, a standard solution of 10-ppm has been
prepared. By diluting in a similar manner, a standard solution of any
concentration may be prepared. It should be noted that any mercury
present in reagents or redistilled water should also be taken into con-
sideration when a very dilute solution is prepared.

Any diluted solution, 100-ppm standard solution, and 10-ppm or
less standard solution should be re-prepared after 1 year or 6 months
have elapsed, respectively.

Before using a new volumetric flask, wash it with acid. In particu-
lar, when any solution of 1 ppm or less is prepared, carefully wash the
flask with acid and ensure that its tap is thoroughly washed.

It is acceptable to use commercially available undiluted standard
stock solutions (100 ppm or 1000 ppm) of mercury intended for atomic
absorptiometry as HgCl,. However, ensure that any mercury con-
tained is in the form of HgCl,. Some products contain Hg(NO;),
as a mercury component. Since Hg(NO;), may react with L-cysteine
and lose its function as a fixing agent, do not use standard undiluted
Hg(NQO,), solutions.

Mercury has toxic properties; therefore, during the preparation of
standard solutions, it is advisable to adhere to procedure guidelines
for these types of substances. The work should be conducted under a
fume hood, using pipettes during the preparation of standard solu-
tions. Protective attire should be worn: safety glasses, rubber gloves
and lab coat.

Care should also be taken while working with the atomic absorp-
tion analyzer because of the high temperatures of some of its compo-
nents, such as ovens heated up to 850°C.

For determining total mercury content in analyzed samples, an
automatic mercury analyzer is utilized, MA-2000 from NIC (Japan).
The Mercury/MA-2000 is a mercury analysis system that can measure
mercury in liquid, solid and gas (optional parts required) samples.
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Figure 9.32.1  Mercury MA-2000 analysis system.

As shown in Figure 9.32.1, the system consists of the mercury ana-
lyzer (MA-2), the sample changer (BC-1) and a personal computer
(PC). Once samples are in position in BC-1, each of them in turn
is automatically transferred to the analyzer to be measured. The PC
reads the resulting measurements in the order that the various analy-
ses, including statistical calculations, can be performed.

A block diagram of the apparatus is presented in Figure 9.32.2.

Jacket heater Sensor S2 Sensor S1
H2 r— :
[ /— Sample inlet
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Fan Fl Activated charcoal filter
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P I
Fan F3 /. I
Dehumidifying bottle COMMON
VR
Val
Gas washing bottle ale /@_
A

@: Hg Lump

Flow controller

O—

Activated charcoal filter

Figure 9.32.2 Schematic diagram of MA-2000.
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ANALYTICAL PROCEDURE

Carefully separated bird tissues should be immediately deeply frozen,
freeze-dried (lyophilized) and homogenized.

Homogenized samples should be stored in a refrigerator with a
temperature of 0—6°C.

Homogenized samples should be directly weighed (10-50 + 0.1
mg) into pre-cleaned combustion boats and automatically inserted
into the Mercury/MA-2000 system (NIC — Japan).

To remove any interfering substances that are generated when ther-
mally decomposing a sample, which would adversely affect measure-
ments, gas washing is performed.

In addition, preheating the gold-coated diatomite particle sup-
port collection agent allows for the measurement to be done without
the influence of any organic components, which would be physically
absorbed to a certain extent, if not done so.

As a method of removing any substances that could interfere with
the measurement, it is recommended that two kinds of additives be
used: additive B (activated alumina) and additive M (sodium carbon-
ate and calcium hydroxide). Before use, the additives should be sub-
jected to a heat treatment in a heat treatment furnace at 750°C for at
least three hours.

The sample boats which will be used should also be subjected to the
same heat treatment.

'The method for utilizing the additives is presented schematically in
Figure 9.32.3.

CALIBRATION

Determine the calibration curve as a function of the peak surface area
and the mercury content (Hg). Using an automatic pipette, dose at
least five different volumes of the standard solution with a concen-
tration of 1 ppm from the 20-100 UL section, which corresponds to
20-100 ng Hg.

For each mercury mass, repeat at least three times.

The minimal mass of the lyophilized tissue samples undergoing
determination is limited on the one hand by the accuracy of the weight
measurement, as well as the level of its homogeneity. Taking this into
account, this value should not be less than 20 mg. However, the maxi-
mum sample mass is restricted by the maximum substance mass which
can be introduced into the ceramic boat and consequently into the
furnace. 'This value should not exceed 200 mg.

Taking this into account, the calibration curve corresponds to the
range of Hg values in lyophilized tissue 0.1--5 ppm, or the values



METHOD VALIDATION 275

Additive M

\‘ of / Put the dispensed sample onto additive M.
Addmve M /

‘\\ 7—_' Recover the sample with additive M.

Additive B

Then, cover with additive B.

Additive
\ uo
. Finally, once more cover with additive M.
X}/// -------------- i /
Sample M

Figure 9.32.3 Method for using the additives.

corresponding to the section of the values which most often appear in
the muscle tissue of great cormorants.

Draw the calibration curve and indicate the value of the regression
parameters.

Compare these values with the determined values that are con-
tained in the report.

The next steps of the analytical procedure are schematically pre-
sented in Figure 9.32.4.

During the analytical validation procedure, the values for the fol-
lowing parameters were indicated:
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Lyophilisation of muscle tissue of great
cormorant

Weighing of sample directly in ceramic boat

—  —

Addition of additives M and B

Introduction of ceramic boat into MA-2000
instrument and starting of the analysis
analysis parameters:
« Concentration level — mode HIGH,
» Temperature program — MODE2.

g

Calculation of Hg content on the basis
FINAL DETERMINATION of calibration curve parameters

SAMPLE PREPARATION

AAS ANALYSIS

Figure 9.32.4 A schematic presentation of the analytical procedure for the determination of
total mercury content in muscle tissue of great cormorant samples.

SELECTIVITY
Applying the measurement technique ensures high selectivity for

indicating mercury for two reasons:

1. the amalgamation reaction is a selective reaction for mercury,
2. the absorption radiation measurement is realized for mer-
cury’s characteristic wavelength.

LINEARITY

A series of standard solutions were prepared with a mercury content of
20-100 ng. For each of the solutions, three independent measurements

Table 9.32.1 Calculated Regression Parameters for
Linearity Determination

Number of results — n 25
Slope - b 1.730
Intercept — a =21
Residual standard deviation - SD,, 2.7
Standard deviation of the slope — SD, 0.019
Standard deviation of the intercept — SD, 1.3

Regression coefficient — r 0.9986
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Figure 9.32.5 C(alibration curve for linearity determination.

were conducted, and based on the obtained results, regression param-
eters were indicated and the calibration curve was determined. The
obtained values are presented in Table 9.32.1, and the calibration
curve is presented in Figure 9.32.5.

A high regression coeflicient, r after fulfilling conditions for a
“uniform” concentration distribution in terms of the calibration curve,
commands a high linear procedure.

LIMIT OF DETECTION AND QUANTITATION

The LOD value is determined based on a series of measurement results
for standard solution samples with the three lowest levels of mercury
content (20, 40 and 60 ng). A calibration curve was outlined based
on the obtained measurement results, parameters which determined
LOD values, and the relationship:

LOD=3.3><SD

A calibration plot is presented in Figure 9.32.6.

The LOD value was deemed to be 2.5 ng, which, assuming the
sample mass which underwent indication of an even 20 mg, corre-
sponds to the mercury concentration in tissue samples of an even 0.12
ppm. However, the LOQ value was determined to be LOQ =3 - LOD,
equaling 7.4 ng (assuming the mass of the 20 mg sample corresponds
to a concentration of 0.37 ppm).
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120

RANGE

The measurement range is a concentration range from the LOQ sec-
tion, to a maximum standard solution concentration used for calibra-
tion. Therefore, it is equal to:

7.4 + 100 ng

which, assuming the mass of the sample which underwent indication
is an even 20 mg, corresponds to a mercury concentration of:

0.37 + 5.0 ppm

REPEATABILITY

Repeatability is determined based on a series of measurement results
for three real samples (muscle tissue of great cormorant after lyophi-
lization). ‘This value is determined as an average CV value for three
series.

'The determined repeatability value is equal to CV, —4.24%.

repeatability

TRUENESS

The trueness value is determined based on determination results for
certified reference material samples (BCR-463 — Tuna fish: total Hg
and methylmercury) and is presented as a recovery value. A series of
five independent determinations are conducted. The determined true-
ness value is equal to 97.1 + 8.2%.

100
y=1.616x + 1.65

80

ﬁ »
S, 60

B
40
20
0
0 10 20 30 40 50 60 70
Hg content, ng
Figure 9.32.6 Calibration curve for LOD determination.
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35 +

2.5 +

1.5 +

CRM determined

Figure 9.32.7 Comparison of the determined value with a certified Hg content value —trueness
determination.

The determined trueness value is graphically presented in

Figure 9.32.7.

UNCERTAINTY

The main components of the uncertainty budget were the uncer-
tainty value resulting from the determination of the calibration curve,
the uncertainty value related to the unrepeatability of measurement
results, as well as the uncertainty value indicating trueness.

An estimation of the combined uncertainty value is conducted

using the calculation:
_ [ 2 2
usmp/ - uml + urfp + ufruz

where:
u,,, — combined relative standard uncertainty for determined
results for the real sample,
u,,— relative standard uncertainty related to the calibration step,
. — relative standard uncertainty related to repeatability of
measurement results,
u,,,. — relative standard uncertainty related to indicating trueness.

U

Determination of standard uncertainty related to the calibra-
tion step (preparation of a series of standard solutions, realization of
measurements for the series of standard solutions, an approximation
of measurement points of the calibration line with the use of linear
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regression) is conducted based on calibration parameters. Calculations
are conducted for minimal masses for each of the analyzed real samples.

The calculated uncertainty value for £ =2 equals 9.3% (as an average
of the three samples).

During the revalidation process, attention should be paid to the
stability of the calibration curve. The determined value parameters for
the calibration curve should not differ by more than + 5% in relation
to values determined during the validation process (Table 9.32.1).

The consecutive parameter is trueness, indicated based on CRM
determinations, as well as repeatability, whose value should not exceed

CV=>5%.

Conclusions

'This analytical procedure fulfils the requirements for a procedure serv-
ing to determine whole mercury content in lyophilized tissue samples
from muscle tissue of great cormorant.

The procedure is characterized by high selectivity, repeatability
(CV'=4.24%), trueness (recovery = 97.1% + 8.2%), and therefore, high
precision.

'The results obtained using this method are characterized by low
uncertainty (about 10%).

'The estimated limit of detection value LOD = 2.5 ng of total mer-
cury in the sample, assuming the minimal mass is an even 20 mg, cor-
responds to a concentration of 0.12 ppm and allows for the discovery
of trace amounts of mercury in analyzed samples.

The validation process was conducted by Dr. Piotr Konieczka.
The validation report was checked and confirmed by Prof. Jacek
Namie$nik.

Gdansk, 20 June 2007
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10

METHOD EQUIVALENCE

10.1 Introduction

Equivalent method is defined as a measurement method other than
the reference method for the measurement for which equivalence has
been demonstrated.

In cases where it is not possible to use the reference method (norm)
in the laboratory — for example, due to the lack of a suitable apparatus
— it is necessary to document method equivalence. This is a confir-
mation that the results obtained by the method used in the labora-
tory agreed with the reference method. Method equivalence shall
also apply in the case where norm method is more expensive and
time-consuming than that which is used in the laboratory. Method
equivalence is the answer to the question whether the parameters of
the test methods and reference methods are not significantly different
and statistically significant. This is particularly required in the case of
non-regulated method, to prove no statistically significant differences
in the results, for example, in the course of the accreditation process.

10.2 Ways of Equivalence Demonstration

Validation parameters, as described in Chapter 8, are calculated based
on the values of the statistical parameters such as mean (trueness,
accuracy) and/or the standard deviation (linearity, limit of detec-
tion [LOD], limit of quantitation [LOQ], precision, robustness,
ruggedness).

For this reason, the demonstration of method equivalence is the
first and foremost indication of compliance obtained using the exani-
mated method and the reference method values of mean and stan-
dard deviation. Depending on the type of data sets and strategy of
equivalence method demonstration, there are three basic ways of
proceeding.

285
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10.2.1 Difference Testing [1-4]

Difference tests have been widely used to answer questions about
whether a disparity has been successfully addressed; however, these
tests are subject to well-known limitations, and the results are some-
times misinterpreted. In tests of difference, analysts test the null
hypothesis that the set of data under consideration does not differ. In
difference testing, the null hypothesis is “no difference”. If the analysis
reveals a statistically significant difference between groups, the null
hypothesis of no difference is rejected. However, if the analysis does
not reveal a statistically significant difference between groups, the
null hypothesis must stand — it cannot be rejected.

As statistical tests Student’s # (for mean comparison) and Snedecor’s
F (for standard deviation comparison) are mainly used.

For the comparison of more than two sets of data, analysis of vari-
ance (ANOVA) is often used.

By using a difference test is the answer for the question: Is it likely
that no difference exists between two sets of results?

Example 10.1

Problem: Determine the equivalence of the examined method based
on the given series of measurement results, results of determination for
CRM and the precision of reference method. Assume the value a =

0.05.

Data: result series, mg/dm3:

DATA

12.56
12.75
13.11
1231
12.98

13.06

o O B W N

CRM, mg/dm?3

Xew 1056 x, 116
Ugens 065 Uy, 15
k 2 k 2
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Precision of reference method: CV, = 2.0%

SOLUTION:
1. Checking for outlier using Dixon-Q test.

No. of results — n 6

Range — R 0.80

q, 0.313
a, 0.062
a.; 0.560

The calculation was performed using Equation 1.25 — Chapter 1,
Subsection 1.8.3.

Because Q; and Q, < Q,., there is no outlier in the results
series. The calculated values of x,,, SD and CV are:

Xon 1280  mg/dm?
SD 0.32 mg/dm3
cv 2.5 %

2. Check (at the level of significance a = 0.05) if the calculated
CV differs statistically significantly from the CV, for reference
method. Apply the »? test.

Number of results —n 6
cv 2.5

x 9.09
Po(F=5a=005) 1107

The calculation was performed using Equation 1.29 — Chapter 1,
Subsection 1.8.4.

Because y? < y2,., there is no statistically significant difference
in CV values (precision). The exanimated method does not differ
statistically significant in precision.

3. Compare the result obtained for CRM with certified value,
calculate trueness as a recovery value for 2 = 2.

%R 110%
Uk= 20y 15%

%R = dt.100%

XcrMm
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U=k

2 2
(u(%) +u

( X get + XcrM )

(xcrar) )

A value of 100% is in the range of calculated trueness value.

Conclusion: The results obtained by the investigated method do not
differ statistically significantly from the results obtained by the refer-

ence method.

Excel file: exampl_10_1.xls

Example 10.2

Problem: Determine the equivalence of the examined method based

on the given series of measurement results, obtained by the examined

method and the reference method.

Data: result series, mg/dm3:

DATA
EXAMINATED METHOD REFERENCE METHOD
1 12.56 13.07
2 12.75 13.23
3 13.11 13.10
4 1231 12.98
5 12.98 13.33
b 13.06 13.06
SOLUTION:

1. Checking for outliers using Dixon-Q test.

EXAMINATED METHOD REFERENCE METHOD
No. of results —n 6 6
Range — R 0.80 0.35
aQ, 0.313 0.229
a, 0.062 0.286
Q.. 0.560 0.560

The calculation was performed using Equation 1.25 — Chapter 1,

Subsection 1.8.3.
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Because Q; and Q, < Q..

in the results series. The calculated values of x,,, SD and CV are:

for both series, there are no outliers

EXAMINATED METHOD ~ REFERENCE METHOD

X, 12.80 13.13 mg/dm?
/) 0.32 0.13 mg/dm?
oV 2.5 1.0 %

. Check (at the level of significance a = 0.05) if the standard
deviation values for both the series are statistically signifi-
cantly different.

Apply the Snedecor’s F test.

F 6.06
Feie 5.05

The calculation was performed using Equation 1.30 — Chapter 1,

Subsection 1.8.5.
Because F'> F,,, there is a statistically significant difference in

variance values for the compared series, and the series differs in

precision.

Conclusion: The results obtained by the investigated method differ sta-
tistically significantly from the results obtained by the reference method.

Excel file: exampl_10_2.xIs

Example 10.3

Problem: Determine the equivalence of the examined method based
on the given series of measurement results obtained by the examined
method and the reference method.

Data: result series, mg/dm3:

DATA
EXAMINATED METHOD REFERENCE METHOD
1 12.56 13.07
2 12.75 13.27
3 13.11 13.10
4 1231 12.91
5 12.98 13.33
6 13.06 13.06




290 QUALITY ASSURANCE AND QUALITY CONTROL

SOLUTION:
1. Checking for outliers using Dixon-Q test.

EXAMINATED METHOD REFERENCE METHOD

No. of results —n 6 6
Range — R 0.80 0.42
a, 0.313 0.357
a, 0.062 0.143
Q. 0.560 0.560

The calculation was performed using Equation 1.25 — Chapter 1,
Subsection 1.8.3.

Because Q; and Q, < O, for both series, there are no outliers
in the results series. The calculated values of x,,, SD and CV are:

EXAMINATED METHOD ~ REFERENCE METHOD

Xy 12.80 13.12 mg/dm3
SD 0.32 0.15 mg/dm3
oV 2.5 1.2 %

2. Check (at the level of significance a = 0.05) if the standard
deviation values for both the series are statistically signifi-
cantly different.

Apply the Snedecor’s F test.

F 4.24
Feit 5.05

The calculation was performed using Equation 1.30 — Chapter 1,

Subsection 1.8.5.
Because F' < F,,, there is no statistically significant difference
in variance values for the compared series, and the series does not
differ in precision.

3. Check (at the level of significance a = 0.05) if the means for
both the series are statistically significantly different.

Apply the Student’s # test.

t 2.296
t 2.228

The calculation was performed using Equation 1.38 — Chapter 1,
Subsection 1.8.9.
Because 7> ¢, there is a statistically significant difference in

the means for the compared series, and the series differs in accuracy.
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Conclusion: The results obtained by the investigated method differ sta-
tistically significantly from the results obtained by the reference method.

Excel file: exampl_10_3.xls

Example 10.4

Problem: Determine the equivalence of the examined method based
on the given series of measurement results obtained by the examined
method and the reference method.

Data: result series, mg/dm3:

DATA
EXAMINED METHOD REFERENCE METHOD
1 12.56 13.07
2 12.75 13.27
3 13.11 13.10
4 12.31 12.91
5 12.98 13.74
6 13.06 13.06
SOLUTION:

1. Checking for outliers using Dixon-Q test.

EXAMINED METHOD REFERENCE METHOD

No. of results —n 6 6
Range — R 0.80 0.83
aQ, 0.313 0.181
a, 0.062 0.566
Q. 0.560 0.560

The calculation was performed using Equation 1.25 — Chapter 1,
Subsection 1.8.3.
Because Q, >0,

in the series. So, the values of x,,, SD and CV were calculated for

for reference method series, there is an outlier

six results in the examined method series and for five results in the

reference method:

EXAMINED METHOD ~ REFERENCE METHOD

Xon 12.80 13.08 mg/dm?
SD 0.32 0.13 mg/dm?
cv 2.5 1.0 %

n 6 5
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2. Check (at the level of significance a = 0.05) if the standard
deviation values for both the series are statistically signifi-
cantly different.

Apply the Snedecor’s F test.

F 6.02
Feie 6.26

The calculation was performed using Equation 1.30 — Chapter 1,

Section 1.8.5.
Because F< F,,,,
in variance values for the compared series, and the series does not
differ in precision.

3. Check (at the level of significance a = 0.05) if the means for
both the series are statistically significantly different.

Apply the Student’s # test.

there is no statistically significant difference

t 1.897
tcri 2262

The calculation was performed using Equation 1.38 — Chapter 1,
Subsection 1.8.9.

Because # < ¢,,, there is no statistically significant difference

in means for the compared series, and the series does not differ in
accuracy.

Conclusion: The results obtained by the investigated method do not
differ statistically significantly from the results obtained by the refer-
ence method.

Excel file: exampl_10_4.xls

10.2.2 Equivalence Testing [1-5]

In equivalence testing, the null hypothesis is formulated so that the
statistical test is proof of similarity; it states that the groups differ by
more than a tolerably small amount.

In equivalence testing, the null hypothesis is “a difterence of certain
limit or more”. In equivalence testing, the null hypothesis states the
difference among group means is greater than some minimal difference
representing practical equivalence. The alternative hypothesis is that
the difference is not greater than this specified minimum difference.

Equivalence testing is used when one wants assurance that
the means do not differ too much. In other words, the means are
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practically equivalent. A threshold difference acceptance criterion is
set by the analyst for each parameter under the test. The means are
considered equivalent if the difference in the two groups is signifi-
cantly lower than the upper practical limit and significantly higher
than the lower practical limit.

So, equivalence tests can be used for study:

* comparison to a reference standard or target,
* comparison between two series,

* comparison of slopes for stability,

* comparison of intercepts.

If one wants to determine equivalence, a more appropriate statis-
tical question to ask is perhaps: is there an unacceptable difference
between two sets of results?

If Student’s # test has to be apply for that purpose, the modified
equation has to be used:

Mhyep Mexam

=

- A%- X, \/nlnz (”1 +n,— 2) 10.)

J(,=1)8D} +(n,~1)SD?

n, +mn,

where:
A [in %] — limit of differences between compared values.

Example 10.5

Problem: Determine the equivalence of the examined method based
on the given series of measurement results obtained by the examined
method and the reference method. In the case of means comparison,
take into account a limit of difference equal to +3%.

Data: result series, mg/dm3:

DATA
EXAMINED METHOD REFERENCE METHOD
1 12.56 13.07
2 12.75 13.27
3 13.11 13.45
4 1231 13.14
5 12.98 133
6 13.06 13.06
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SOLUTION:
1. Checking for outliers using Dixon-Q test.

EXAMINED METHOD REFERENCE METHOD

No. of results —n 6 6
Range — R 0.80 0.39
aQ, 0.313 0.026
a, 0.062 0.308
[/ 0.560 0.560

The calculation was performed using Equation 1.25 — Chapter 1,
Subsection 1.8.3.

Because Q, and Q, < Q,., for both series, there are no outliers
in the results series. The calculated values of x,,, SD and CV are:

EXAMINED METHOD ~ REFERENCE METHOD

X 12.80 13.22 mg/dm?
/) 0.32 0.16 mg/dm?
cv 2.5 1.2 %

2. Check (at the level of significance a = 0.05) if the standard
deviation values for both the series are statistically signifi-
cantly different.

Apply the Snedecor’s F test.

F 4.07
F., 5.05

The calculation was performed using Equation 1.30 — Chapter 1,
Subsection 1.8.5.
Because F < F

crif)

there is no statistically significant difference
in variance values for the compared series, and the series does not
differ in precision.

3. Check (at the level of significance a = 0.05) if the means for
both the series are statistically significantly different. Take
into account a limit of difference equal to +3%.

Apply the Student’s # test.

xmm/- - xm

—-3%-«x ( _ )
m‘ My mmny (n, +n,—2

J(m =1)SD? +(n, ~1) SD; m+m,

t 0.198
ta  2.262
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Because £ < ¢

crip)

there is no statistically significant difference in the
means for the compared series, and the series does not differ in
accuracy.

Conclusion: The results obtained by the investigated method do not
differ statistically significantly from the results obtained by the refer-
ence method.

Excel file: exampl_10_5.xls

10.2.3 Regression Analysis Testing

In the case when it is possible to have sets of data for different contents
obtained by using both methods, it is recommended to apply regres-
sion analysis. The way of proceeding is than to calculate regression
line parameters and, by using Student’s # test, compare an obtained
values with expected ones.

Example 10.6

Problem: Determine the equivalence of the examined method based
on the given series of measurement results for real samples obtained
by the examined method and the reference method. Apply the linear
regression method.

Data: result series, ppb:

EXAMINED METHOD REFERENCE METHOD

y X
1 46.9 45.7
2 88.5 86.9
3 101.0 97.8
4 79.4 77.2
5 212 19.6
6 123 10.9
7 109.0 105.0
8 59.3 56.8
9 57.3 56.2
10 47.2 44.2
1 39.3 35.2
12 38.1 37.2
13 273 26.8
14 90.2 89.3
15 111.0 106.0
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SOLUTION:

Using linear regression method calculate regression parameters:

No. of results — n 15

b 1.021

a 0.95 ppb
sb,, 1.24

SD, 0.70 ppb
So, 0.010

r 0.999

Check statistically significant differences between parameters &
and 1 and parameters a and 0 and apply the Student’s # test.

-1
t,="
8D,
4
f=
SD,
t, 2.041
t, 1.364
t, 2.160
Because #, < ¢, and ¢, < £, there is no statistically significant dif-

ference in the results obtained by both methods.

Conclusion: The results obtained by the investigated method do not
differ statistically significantly from the results obtained by the refer-
ence method.

Excel file: exampl_10_6.xls

Example 10.7

Problem: Determine the equivalence of the examined method based
on the given series of measurement results for real samples obtained
by the examined method and the reference method. Apply the linear
regression method.
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Data: result series, g/L:

EXAMINED METHOD REFERENCE METHOD

y X
1 12.3 11.6
2 9.4 8.8
3 3.2 2.7
4 15.8 14.9
5 17.4 15.9
6 21.0 193
7 213 19.6
8 338 30.1
SOLUTION:

297

Using the linear regression method, calculate regression parameters:

No. of results—n 8

b 1.119
a —-0.42
so,, 0.41
sD, 0.32
sD, 0.019
r 0.999

g/L

g/L

Check statistically significant differences between parameters &

and 1 and parameters a and 0 and apply the Student’s # test.

6-1]
t, ="
SD,
e
“” 8§D,
t, 6.330
t, 1.299
tn 2.447

Because #, > ¢, and ¢, < £,,, there is statistically significant difter-

ence in results obtained by both methods.

Conclusion: The results obtained by the investigated method differ
statistically significantly from the results obtained by the reference

method.

Excel file: exampl_10_7.xls
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10.3 Conclusions

Changes and differences in analytical methods may cause significant

changes in the obtained results. A comparison of the two methods

(and in fact their metrological parameters) can demonstrate their

equivalence or lack thereof. In such cases, it is needed to assess the

equivalence of the results achieved by the two methods. Equivalence

test offers benefits compared to only check validation parameters

because the criteria to determine the correctness of a single method

does not mean always the identity of the two independent methods,

but their compliance [1].
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Appendix

Table A.1  Critical Values, Student’s ¢ Test
o

f 0.05 0.01 0.05 0.01
1 12.706 63.567 18 2.101 2.878

2 4.303 9.925 19 2.093 2.861

3 3.182 5.841 20 2.086 2.845

4 2.776 4.604 22 2.074 2.819

5 2.571 4.032 24 2.064 2.797

6 2.447 3.707 26 2.056 2.779

1 2.365 3.499 28 2.048 2.763

8 2.306 3.355 30 2.042 2.750

9 2.262 3.250 35 2.030 2.716

10 2.228 3.169 40 2.021 2.706

1 2.201 3.106 45 2.014 2.690

12 2.179 3.055 50 2.009 2.678

13 2.160 3.012 60 2.000 2.660

14 2.149 2977 10 1.994 2.648

15 2.131 2.947 80 1.990 2.639

16 2.120 2.921 100 1.984 2.626

11 2.110 2.898 oo 1.960 2.576
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Table A.2 Critical Values of Parameter w,

o
f 0.05 0.01
1 1.409 1.414
2 1.645 1.715
3 1.757 1.918
4 1.814 2.051
3 1.848 2.142
6 1.870 2.208
) 1.885 2.256
8 1.895 2.294
9 1.903 2.324
10 1.910 2.348
" 1.916 2.368
12 1.920 2.385
13 1.923 2.399
14 1.926 2.412
15 1.928 2.423
16 1.931 2432
11 1.933 2.440
18 1.935 2.447
19 1.936 2.454
20 1.937 2.460
22 1.940 2.470
24 1.941 2.479
26 1.943 2.487
28 1.944 2.492
30 1.945 2.498
35 1.948 2.509
40 1.949 2.518
45 1.950 2.524
a0 1.951 2.529
60 1.953 2.537
70 1.954 2.542
80 1.955 2.547
100 1.956 2.553
0 1.960 2.576
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Table A.3 Critical Values of zParameter for Significance Level o= 0.05

301

n
f 2 3 4 5 6 7 8 9 10 | 11 | 12
1 |180 [27.0 |328 |37.1 (404 |(43.1 [454 |47.4 |49.1 |50.6 |53.0
5 3.64 | 460 | 522 | 567 | 6.03| 6.33| 6.58 | 6.80 | 6.99 | 7.17 | 7.32
10 3.15| 3.88| 4.33| 4.65| 491 | 512 | 530 | 546 | 560 | 572 | 5.83
15 301 | 367 | 4.08| 437 | 460 | 478 | 4.94| 508 | 520 | 531 | 5.40
20 295 358 3.96| 423 | 445| 462 | 477 | 490 | 501 | 511 5.20
30 289 | 3.49| 3.84| 410 | 430 | 446 | 460 | 472 | 483 | 4.92| 5.00
40 286 | 344 379 | 4.04 | 423 | 439 | 452 | 463 | 474 482 | 491
60 2.83 | 3.40| 3.74| 398 | 416 | 431 | 444 | A55| 465| 473 | 481
120 2.80 | 3.36 | 3.69| 392 | 410 | 4.24 | 436 | 448 | 4.56 | 4.64 | 472
= 277 | 331| 363 | 386 | 4.03 | 4.17 | 429 | 439 | 447 | 455 | 4.62
Table A.4 Critical Values of Parameter Z,
o
n 0.10 0.05 0.01
2 2.06 2.46 3.23
3 171 1.96 2.43
4 1.57 1.76 2.14
5 1.50 1.66 1.98
Table A.5 Critical Values (Q,,) of Dixon’s QTest
o
f 0.10 0.05 0.01
3 0.886 0.941 0.988
4 0.679 0.765 0.889
5 0.557 0.642 0.780
6 0.482 0.560 0.698
7 0.434 0.507 0.637
8 0.399 0.468 0.590
9 0.370 0.437 0.555
10 0.349 0.412 0.527
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Table A.6 Critical Values (Q,,) of Dixon’s QTest

(Modification for n< 40)
o

f 0.05 0.01
3 0.970 0.994
4 0.829 0.926
5 0.710 0.821
6 0.628 0.740
1 0.569 0.680
8 0.608 0.717
9 0.564 0.672
10 0.530 0.635
1 0.502 0.605
12 0.479 0.579
13 0611 0.697
14 0.586 0.670
15 0.565 0.647
16 0.546 0.627
17 0.529 0.610
18 0.514 0.594
19 0.501 0.580
20 0.489 0.567
21 0.478 0.555
22 0.468 0.544
23 0.459 0.535
24 0.451 0.526
25 0.443 0.517
26 0.436 0.510
21 0.429 0.502
28 0.423 0.495
29 0.417 0.489
30 0.412 0.483
31 0.407 0.477
32 0.402 0.472
33 0.397 0.467
34 0.393 0.462
35 0.388 0.458
36 0.384 0.454
37 0.381 0.450
38 0.377 0.446
39 0.374 0.442
40 0.371 0.438




Table A.7 Critical Values 2 Test

APPENDIX

o

f 0.05 0.01
1 3.84 6.64
2 5.99 9.21
3 7.81 11.34
4 9.49 13.28
5 11.07 15.09
6 12.59 16.81
7 14.07 18.48
8 15.51 20.09
9 16.92 21.67
10 1831 2321
n 19.68 24.72
12 21.03 26.22
13 22.36 21.69
14 23.68 29.14
15 25.00 30.58
16 26.30 32.00
17 27.59 33.41
18 28.87 34.80
19 30.14 36.19
20 31.41 37.57
21 32.67 38.93
22 33.92 40.29
23 35.17 41.64
24 36.41 42.98
25 37.65 44 31
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Table A.8 Critical Values, Snedecor’s F Test for Significance Level oo = 0.05 (Top Row) and
o= 0.01 (Bottom Row)

f
f, 1 2 3 4 5 6 7 8 9 10 1
9 19.00 | 19.16 | 19.25 | 19.30 | 19.33 | 19.36 | 19.37 | 19.38 | 19.39 | 19.40
99.01 | 99.17 | 99.25 | 99.30 | 99.33 | 99.34 | 99.36 | 99.38 | 99.40 | 99.41
3 955 | 928 | 9.12| 9.01| 894 | 883 | 884 | 88l | 878| 876
30.81 | 29.46 | 28.71 | 28.24 | 27.91 | 27.67 | 27.49 | 27.34 | 27.23 | 27.13
A 694 | 659 | 639 | 626| 6.16| 6.09| 6.04| 6.00| 596 | 593
18.00 | 16.69 | 15.98 | 15.52 | 15.21 | 14.98 | 14.80 | 14.66 | 14.54 | 14.45
5 579 | 541 | 519 | 505| 495| 483 | 482 | 478 | 474| 470
13.27 | 12.06 | 11.39 | 10.97 | 10.67 | 10.45 | 10.27 | 10.15 | 10.05 | 9.96
6 514 | 476 | 453 | 439 | 428| 421 | 415| 410 | 4.06| 4.03
1092 | 978 | 9.15| 857 | 847 | 826 | 810| 798| 7.87| 7.79
7 474 | A35| 412 397 | 387 | 379| 373 | 3.68| 3.63| 3.60
955| 845| 785| 746| 7.19| 7.00| 6.84| 671 | 6.62| 6.54
8 446 | 407 | 384| 3.69| 358 | 350 | 344| 339| 334 | 331
865| 759 | 701| 663 | 637| 619| 6.03| 591 | 582 | 574
9 426 | 386 | 363 | 348 | 337 | 329| 323| 3.18| 3.13| 3.10
802 | 699 | 642 | 6.06| 580 | 562 | 547 | 535| 526 | 518
10 410 371 | 348 | 333 | 322| 3.14| 3.07| 3.02| 297 | 294
756 | 6.55| 599 | 564 | 539| 521 | 506 | 4.95| 485| 478
398 359 | 336| 320| 3.09| 301 | 295| 290 | 2.86| 2.82
1 7.20 | 622 | 567 | 532| 507 | 4.8 | 474| 463 | 454 | 446
Table A.9 Critical Values, Hartley’s f,,, Test for Significance Level o. = 0.05
k
f 2 3 4 5 6 7 8 9 10 11
2 39.0 | 875 |142 |202 |266 333 |403 |[475 |550 |626
3 154 | 278 | 392 | 50.7 | 62.0 | 729 | 835 | 939 |[104 |114
4 9.60| 155 | 20.6 | 252 | 295 | 33.6 | 375 | 41.1 | 446 | 48.0
5 7.15( 108 | 13.7 | 163 | 18.7 | 20.8 | 229 | 24.7 | 265 | 28.2
6 582| 838| 104 | 121 | 137 | 150 | 163 | 17.5 | 186 | 19.7
7 499| 6.94| 844| 970( 108 | 118 | 12.7 | 135 | 143 | 151
8 443| 6.00| 7.18| 812 9.03| 9.78| 105 | 11.1 | 117 | 12.2
9 403 534 631 7.11| 780 841| 895 945| 9.91| 103
10 3.72| A85| 567| 634 692| 742| 787| 829| 866| 9.0l
15 286| 354| 401| 437| 468| 495 519 540| 559| 577
20 2461 295| 3.29| 354 376| 3.94| 410| 424| 437| 449
30 207| 240| 261| 278 291| 3.02| 312| 321| 329| 336
60 167 185| 1.96| 204| 211| 217| 222| 226| 230| 233
= 1.00f 1.00| 1.00f 1l00| 100 100 1l.00{ 100 1.00{ 1.00
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c
fi £, 0001|0203 |04|05|06 |07 |08 09|10
6 | 194|190 | 185|180 | 176 | 1.74 | 1.76 | 1.80 | 1.85 | 1.90 | 1.94
8 [ 194|190 | 185|180 | 1.76 | 1.73 | 1.74 | 1.76 | 1.79 | 1.82 | 1.86
6 10 | 194|190 | 185|180 | 176 | 1.73 | 1.73 | 1.74 | 1.76 | 1.78 | 1.81
15 | 194 190 | 1.85 | 1.80 | 1.76 | 1.73 | 1.71 | 1.71 | 1.72 | 1.73 | 1.75
20 | 194190 | 185 | 180|176 | 173 | 1.71 | 1.70 | 1.70 | 1.71 | 1.72
o 1941190 | 185|180 | 1.76 | 1.72 | 1.69 | 1.67 | 1.66 | 1.65 | 1.64
6 |18 | 182|179 176|174 | 173 | 1.76 | 1.80 | 1.85 | 1.90 | 1.94
8 |18 | 182|179 176|173 | 173|173 | 176|179 | 182|186
8 10 | 186|182 | 179|176 | 173 | 1.72 | 1.72 | 1.74 | 1.76 | 1.78 | 1.81
15 | 1.86 | 1.82 | 1.79 | 1.76 | 1.73 | 1.71 | 171 | 1.71 | 1.72 | 1.73 | 1.75
20 | 186|182 ) 179 | 176 | 1.73 | 1.71 | 1.70 | 1.70 | 1.70 | 1.71 | 1.72
o | 186|182 ] 179 | 176 | 1.72 | 1.70 | 1.68 | 1.66 | 1.65 | 1.65 | 1.64
6 | 181|178 | 176|174 173 | 1.73 | 1.76 | 1.80 | 1.85 | 1.90 | 1.94
8 | 181|178 | 176|174 | 172|172 | 1.73 | 1.76 | 1.79 | 1.82 | 1.86
10 10 | 181|178 (176 | 173 | 172|171 | 172|173 | 176 | 178 | 1.81
15 | 181 | 178 | 1.76 | 1.73 | 1.72 | 1.70 | 1.70 | 1.71 | 1.72 | 1.73 | 1.75
20 (181 | 1.78 | 176 | 1.73 | 1.71 | 1.70 | 1.69 | 1.69 | 1.70 | 1.71 | 1.72
o | 181|178 | 176 | 1.73 | 1.71 | 1.69 | 1.67 | 1.66 | 1.65 | 1.65 | 1.64
6 | 175|173 172|171 | 171|173 | 1.76 | 1.80 | 1.85 | 1.90 | 1.94
8 [ 1751173 172|171 | 171 | 171 | 1.73 | 1.76 | 1.79 | 1.82 | 1.86
15 10 | 175173172171 | 171 | 170 | 172 | 1.73 | 1.76 | 1.78 | 1.81
15 | 175|173 | 172|170 | 170 | 1.69 | 1.70 | 1.70 | 1.72 | 1.73 | 1.75
20 | 175|173 | 172 | 1.70 | 1.69 | 1.69 | 1.69 | 1.69 | 1.70 | 1.71 | 1.72
o | 175|173 172 | 1.70 | 1.68 | 1.67 | 1.66 | 1.65 | 1.65 | 1.65 | 1.64
6 [ 172171170170 | 171 | 1.73 | 1.76 | 1.80 | 1.85 | 1.90 | 1.94
8 [ 172171170170 | 1.70 | 1.71 | 1.73 | 1.76 | 1.79 | 1.82 | 1.86
20 10 | 172 | 1.71 | 1.70 | 1.69 | 169 | 1.70 | 1.71 | 1.73 | 1.76 | 1.78 | 1.81
15 | 172 | 1.71 | 1.70 | 1.69 | 1.69 | 1.69 | 1.69 | 1.70 | 1.72 | 1.73 | 1.75
20 (172 | 171 | 170 | 1.69 | 1.68 | 1.68 | 1.68 | 1.69 | 1.70 | 1.71 | 1.72
o | 172 | 171 | 170 | 1.68 | 1.67 | 1.66 | 1.66 | 1.65 | 1.65 | 1.65 | 1.64
6 | 1.64 | 165 | 1.66 | 1.67 | 1.69 | 1.72 | 1.76 | 1.80 | 1.85 | 1.90 | 1.94
8 | 1.64 | 165 | 165|166 | 1.68 | 170|172 | 1.75| 1.79 | 1.82 | 1.86
10 | 1.64 | 165 | 1.65 | 1.66 | 1.67 | 1.69 | 1.71 | 1.73 | 1.76 | 1.78 | 1.81
“1 15 [ 164|165 165|165 166|167 | 168170 ] 172 ] 1.73 | 1.75
20 | 164 | 165|165 | 1.65 | 1.66 | 1.66 | 1.67 | 1.68 | 1.70 | 1.71 | 1.72
e | 164|164 | 164 | 1.64 | 1.64 | 1.64 | 1.64 | 1.64 | 1.64 | 1.64 | 1.64
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Table A.11  Critical Values of Cochran’s Test
n=2 n=3 n=4 n=>5 n==6
! a=0.01|a=0.05(a=0.01|a =0.05/a =0.01|{a¢ =0.05|a =0.01|a =0.05(a = 0.01 | = 0.05
2 - - 0995 | 0975 | 0.979 | 0939 | 0959 | 0.906 | 0.937 | 0.877
3| 0993 | 0967 | 0942 | 0.871 | 0.883 | 0.798 | 0.834 | 0.746 | 0.793 | 0.707
4| 0968 | 0.906 | 0.864 | 0.768 | 0.781 | 0.684 | 0.721 | 0.629 | 0.676 | 0.590
5 0.928 | 0.841 | 0.788 | 0.684 | 0.696 | 0.598 | 0.633 | 0.544 | 0.588 | 0.506
6| 0.883 | 0.781 | 0.722 | 0.616 | 0.626 | 0.532 | 0.564 | 0.480 | 0.520 | 0.445
7| 0838 | 0.727 | 0.664 | 0.561 | 0.568 | 0.480 | 0.508 | 0.431 | 0.466 | 0.397
8| 0.794 | 0.680 | 0.615 | 0.516 | 0.521 | 0.438 | 0.463 | 0.391 | 0.423 | 0.360
9| 0.754 | 0.638 | 0.573 | 0.478 | 0.481 | 0.403 | 0425 | 0.358 | 0.387 | 0.329
10| 0.718 | 0.602 | 0.536 | 0.445 | 0.447 | 0373 | 0.393 | 0.331 | 0.357 | 0.303
11| 0.684 | 0.570 | 0.504 | 0.417 | 0.418 | 0.348 | 0.366 | 0.308 | 0.332 | 0.281
12| 0.653 | 0541 | 0475 | 0392 | 0.392 | 0.326 | 0.343 | 0.288 | 0.310 | 0.262
13| 0.624 | 0.515 | 0.450 | 0.371 | 0.369 | 0.307 | 0.322 | 0.271 | 0.291 | 0.243
14| 0599 | 0492 | 0427 | 0352 | 0.349 | 0.291 | 0304 | 0.255 | 0.274 | 0.232
15| 0.575 | 0.471 | 0.407 | 0335 | 0.332 | 0.276 | 0.288 | 0.242 | 0.259 | 0.220
16| 0.553 | 0.452 | 0388 | 0.319 | 0316 | 0.262 | 0.274 | 0.230 | 0.246 | 0.208
17| 0.532 | 0.434 | 0372 | 0305 | 0.301 | 0.250 | 0.261 | 0.219 | 0.234 | 0.198
18| 0.514 | 0.418 | 0.356 | 0.293 | 0.288 | 0.240 | 0.249 | 0.209 | 0.223 | 0.189
19| 0.496 | 0.403 | 0.343 | 0.281 | 0.276 | 0.230 | 0.238 | 0.200 | 0.214 | 0.181
20( 0.480 | 0.389 | 0.330 | 0.270 | 0.265 | 0.220 | 0.229 | 0.192 | 0.205 | 0.174
21| 0465 | 0377 | 0318 | 0.261 | 0.255 | 0.212 | 0.220 | 0.185 | 0.197 | 0.167
22 0.450 | 0365 | 0307 | 0.252 | 0.246 | 0.204 | 0.212 | 0.178 | 0.189 | 0.160
23| 0437 | 0354 | 0.297 | 0.243 | 0.238 | 0.197 | 0.204 | 0.172 | 0.182 | 0.155
24| 0425 | 0.343 | 0.287 | 0.235 | 0.230 | 0.191 | 0.197 | 0.166 | 0.176 | 0.149
25| 0.413 | 0334 | 0278 | 0.228 | 0222 | 0.185 | 0.190 | 0.160 | 0.170 | 0.144
26| 0402 | 0325 | 0270 | 0221 | 0.215 | 0.179 | 0.184 | 0.155 | 0.164 | 0.140
27\ 0391 | 0316 | 0.262 | 0.215 | 0.209 | 0.173 | 0.179 | 0.150 | 0.159 | 0.135
28| 0.382 | 0.308 | 0.255 | 0.209 | 0.202 | 0.168 | 0.173 | 0.146 | 0.154 | 0.131
29| 0372 | 0.300 | 0.248 | 0.203 | 0.196 | 0.164 | 0.168 | 0.142 | 0.150 | 0.127
30| 0.363 | 0.293 | 0.241 | 0.198 | 0.191 | 0.159 | 0.164 | 0.138 | 0.145 | 0.124
31| 0355 | 0.286 | 0.235 | 0.193 | 0.186 | 0.155 | 0.159 | 0.134 | 0.141 | 0.120
32| 0347 | 0280 | 0.229 | 0.188 | 0.181 | 0.151 | 0.155 | 0.131 | 0.138 | 0.117
33| 0339 | 0273 | 0.224 | 0.184 | 0.177 | 0.147 | 0.151 | 0.127 | 0.134 | 0.114
34| 0332 | 0267 | 0.218 | 0.179 | 0.172 | 0.144 | 0.147 | 0.124 | 0.131 | 0.111
35 0325 | 0262 | 0.213 | 0.175 | 0.168 | 0.140 | 0.144 | 0.121 | 0.127 | 0.108
36/ 0318 | 0.256 | 0.208 | 0.172 | 0.165 | 0.137 | 0.140 | 0.118 | 0.124 | 0.106
37| 0312 | 0251 | 0.204 | 0.168 | 0.161 | 0.134 | 0.137 | 0.116 | 0.121 | 0.103
38| 0.306 | 0.246 | 0.200 | 0.164 | 0.157 | 0.131 | 0.134 | 0.113 | 0.119 | 0.101
39| 0300 | 0.242 | 0.196 | 0.161 | 0.154 | 0.129 | 0.131 | 0.111 | 0.116 | 0.099
40| 0.294 | 0.237 | 0.192 | 0.158 | 0.151 | 0.126 | 0.128 | 0.108 | 0.114 | 0.097

p —number of laboratories
n —number of results for one level
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Table A.12 Critical Values of Grubbs’Test
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ONE GREATEST AND ONE SMALLEST TWO GREATEST AND TWO SMALLEST
P UPPER . =0.01 LOWER ae=0.05 | UPPER o.=0.01 LOWER o= 0.05
3 1.155 1.155 - -
4 1.496 1.481 0.000 0 0.000 2
5 1.764 1.715 0.0018 0.009 0
6 1.973 1.887 0.0116 0.0349
7 2.139 2.020 0.030 8 0.070 8
8 2.274 2.126 0.056 3 0.1101
9 2.387 2.215 0.0851 0.149 2
10 2.482 2.290 0.1150 0.186 4
11 2.564 2.335 0.144 8 0.2213
12 2.636 2.412 0.1738 0.253 7
13 2.699 2.462 0.201 6 0.283 6
14 2.755 2.507 0.228 0 0.3112
15 2.806 2.549 0.253 0 0.336 7
16 2.852 2.585 0.276 7 0.360 3
17 2.894 2.620 0.2990 0.382 2
18 2.932 2.651 0.3200 0.402 5
19 2.968 2.681 0.3398 0.4214
20 3.001 2.709 0.358 5 0.4391
21 3.031 2.733 03761 0.455 6
22 3.060 2.758 0.3927 04711
23 3.087 2.181 0.408 5 0.4857
24 3.112 2.802 0.423 4 0.499 4
25 3.135 2.822 0.437 6 0.5123
26 3.157 2.841 0.4510 0.5245
27 3.178 2.859 0.463 8 0.536 0
28 3.199 2.876 0.4759 0.547 0
29 3.218 2.893 0.487 5 0.557 4
30 3.236 2.908 0.498 5 0.567 2
31 3.253 2.924 0.509 1 0.576 6
32 3.270 2.938 0.519 2 0.5856
33 3.286 2.952 0.528 8 0.594 1
34 3.301 2.965 0.5381 0.6023
35 3.316 2.979 0.546 9 0.6101
36 3.330 2.991 0.5554 0.617 5
37 3.343 3.003 0.563 6 0.624 7
38 3.356 3.014 0.5714 0.6316
39 3.369 3.025 0.578 9 0.638 2
40 3.381 3.036 0.586 2 0.644 5

p —number of laboratories
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Table A.13A Parameters hand k Mandel’s Test for Significance Level oo =0.01

k

pl h n

2 3 4 5 6 7 8 9 10
3| 115) 171 | 164 | 158 | 153 | 149 | 146 | 1.43 1.41 1.39
411491 191 | 177 | 167 | 160 | 155 | 151 | 1.48 1.45 1.43
5(L172| 205 | 18 | 173 | 165 | 159 | 155 | 151 1.48 1.46
6|187| 214 | 190 | 177 | 168 | 162 | 157 | 1.53 1.50 1.47
70198 220 | 1.94 | 179 | 170 | 1.63 1.58 | 1.54 1.51 1.48
81206| 225 | 197 | 181 1.71 1.65 | 159 | 155 1.52 1.49
9213|229 | 199 | 1.82 | 1.73 | 166 | 1.60 | 1.56 1.53 1.50
10218 232 | 200 | 184 | 1.74 | 166 | 1.61 | 157 1.53 1.50
111222 234 | 201 1.85 | 174 | 167 | 162 | 1.57 1.54 1.51
121225 236 | 202 | 185 | 1.75 | 168 | 1.62 | 1.58 1.54 1.51
131227 238 | 203 | 1.8 | 1.76 | 1.68 | 1.63 | 1.58 1.55 1.52
141230 239 | 204 | 187 | 176 | 1.69 | 1.63 | 1.58 1.55 1.52
1501232 241 | 205 | 187 | 176 | 1.69 | 1.63 | 1.59 1.55 1.52
16233 242 | 205 | 1.88 | 1.77 | 169 | 1.63 | 1.59 1.55 1.52
171235 244 | 206 | 1.88 | 1.77 | 169 | 1.64 | 1.59 1.55 1.52
181236 244 | 206 | 1.88 | 177 | 170 | 1.64 | 1.59 1.56 1.52
191237 244 | 207 | 1.89 | 178 | 170 | 1.64 | 1.59 1.56 1.53
201239| 245 | 207 | 189 | 1.78 | 170 | 1.64 | 1.60 1.56 1.53
211239| 246 | 207 | 189 | 1.78 | 1.70 | 1.64 | 1.60 1.56 1.53
22|1240| 246 | 208 | 190 | 1.78 | 1.70 | 1.65 | 1.60 1.56 1.53
231241 247 | 208 | 190 | 178 | 171 1.65 | 1.60 1.56 1.53
241242 247 | 208 | 190 | 179 | 171 1.65 | 1.60 1.56 1.53
25(242| 247 | 208 | 190 | 179 | 171 1.65 | 1.60 1.56 1.53
26 (243 248 | 209 | 190 | 179 | 171 1.65 | 1.60 1.56 1.53
27 (244 248 | 209 | 190 | 179 | 171 1.65 | 1.60 1.56 1.53
282441 249 | 209 | 191 179 | 171 1.65 | 1.60 1.57 1.53
291 245] 249 | 2.09 | 191 1.79 | 171 1.65 | 1.60 1.57 1.53
30| 245] 249 | 210 | 191 179 | 171 1.65 | 1.61 1.57 1.53

p —number of laboratories
n —number of results for one level
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Table A.13B  Parameters hand k Mandel’ Test for Significance Level oo = 0.05
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k

pl h n

2 3 4 5 6 7 8 9 10
3| 115] 165 | 153 | 145 | 140 | 137 | 134 | 1.32 1.30 1.29
41142 176 | 159 | 150 | 144 | 140 | 137 | 135 1.33 1.31
5(157| 181 | 162 | 1.53 146 | 142 | 139 | 1.36 1.34 1.32
6|166| 185 | 164 | 154 | 148 | 143 140 | 137 1.35 1.33
71171 187 | 166 | 155 | 149 | 144 | 141 | 138 1.36 1.34
8|175| 188 | 167 | 156 | 150 | 145 | 1.41 | 1.38 1.36 1.34
9|1.78| 190 | 168 | 1.57 | 150 | 145 | 142 | 1.39 1.36 1.35
101180 1.90 | 1.68 | 157 | 150 | 146 | 142 | 139 1.37 1.35
111182 191 | 1.69 | 158 | 151 146 | 142 | 1.39 1.37 1.35
121183 192 | 1.69 | 158 | 151 146 | 142 | 1.40 1.37 1.35
131184 192 | 1.69 | 158 | 151 146 | 143 | 1.40 1.37 1.35
141185 192 | 170 | 159 | 152 | 147 | 143 | 1.40 1.37 1.35
151186 193 | 170 | 159 | 152 | 147 | 143 | 1.40 1.38 1.36
16186 193 | 170 | 1.59 | 152 | 147 | 143 | 140 1.38 1.36
171187 193 | 170 | 1.59 | 152 | 147 | 143 | 140 1.38 1.36
181188 193 | 171 159 | 152 | 147 | 143 | 140 1.38 1.36
19188 193 | 171 159 | 152 | 147 | 143 | 140 1.38 1.36
201189 194 | 171 159 | 152 | 147 | 143 | 140 1.38 1.36
211189 194 | 171 160 | 152 | 147 | 144 | 141 1.38 1.36
221189 194 | 171 1.60 | 152 | 1.47 144 | 141 1.38 1.36
231190 194 | 171 1.60 | 153 | 147 144 | 141 1.38 1.36
241190 1.94 | 171 160 | 153 | 148 | 144 | 141 1.38 1.36
250190 1.94 | 171 160 | 153 | 148 | 144 | 141 1.38 1.36
26190 1.94 | 171 160 | 153 | 148 | 144 | 141 1.38 1.36
271191 194 | 171 160 | 153 | 148 | 144 | 141 1.38 1.36
281191 1.94 | 171 160 | 153 | 148 | 144 | 141 1.38 1.36
291191 194 | 1.72 | 160 | 153 | 148 | 144 | 141 1.38 1.36
301191 194 | 172 | 160 | 153 | 148 | 144 | 141 1.38 1.36

p —number of laboratories
n —number of results for one level
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Table A.14  Critical Values (A,) Kolmogorov-Smirnov Test

o Ay,
0.01 1.63
0.02 1.52
0.05 1.36
0.10 1.22
0.15 1.14
0.20 1.07
0.25 1.02
0.30 0.97
0.40 0.89
0.50 0.83
0.60 0.77
0.70 0.71
0.80 0.64
0.90 0.57
0.9 0.44

Table A.15 Critical Values of Regression Coefficient r;

o
f 0.05 0.01
5 0.75 0.87
6 0.71 0.83
1 0.67 0.80
8 0.63 0.77
9 0.60 0.74
10 0.58 0.71
12 0.53 0.66
14 0.50 0.62
16 0.47 0.59
18 0.44 0.56
20 0.42 0.54
25 0.38 0.49
30 0.35 0.45
40 0.30 0.39
50 0.27 0.35
60 0.25 0.33
80 0.22 0.28
100 0.20 0.25
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